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INTRODUCTION

Since the construction of the first atomic force
microscope [1], this new method of imaging surfaces
has actively been used in various fields of research. The
method itself is also rapidly developing and forms the
basis for the development of a number of new scanning
force techniques.

A microscope probe (elastic cantilever with a fine
tip end), moving close to the sample surface, is under
the action of various forces. Depending on the material
of the probe (conducting or nonconducting, magnetic
or nonmagnetic) and the tip–surface distance, these
forces influence the probe motion to different extents.
This fact is promising for point-to-point recording of
the changes in the acting forces, with each of them con-
taining some specific information on the properties of
the object. The possibility of extracting the necessary
information at each point of the object is provided by
the unique system of probe motion with respect to a
sample (a piezoelectric ceramic manipulator originally
designed for a scanning tunneling microscope ensures
the motion on a scale of thousandths of nanometer), the
use of superminiaturized probes (100–400-

 

µ

 

m-long

cantilevers with about 3 

 

×

 

 30-

 

µ

 

m-cross sections and
15–20-

 

µ

 

m-long tips with an apex diameter of about
several nanometers) and the system of optical detection
of cantilever deflection (sensitivity of the laser interfer-
ometers is of the order of 10

 

–5

 

 nm Hz

 

–1/2

 

).

1. FROM IMAGING SURFACES TO PRECISION 
MEASUREMENTS

The first similar images were obtained with the aid
of “magnetic forces”—using a tip prepared from a
magnetic material, Martin and Wickramasinghe [2] and
Saénz 

 

et al

 

. [3] managed to visualize the domain struc-
ture of surfaces [2, 3]. This gave an impetus to theore-
ticians for developing the theory of the new method [4–
7]. Electrostatic forces also attracted the attention of
researchers and, first and foremost, of experimenters
[8–12]. This brings up the question whether it is possi-
ble to use various physical effects and measure locally
defined parameters by scanning objects and, finally,
obtain the distribution of thus measured physical quan-
tities over the surface. Earlier, microscopists tried to
extract information on surface relief from the data on
the variation of a certain physical quantity along the
surface (as in the first modification of a scanning capac-
itance microscope [13]). Now, it has become possible to
measure a certain quantity and, at the same time, to
study the surface topography. As a result, the precision
methods for local determination of various physical
parameters were developed on the basis of atomic force
microscopy (AFM). These methods allowed one to
compare the surface distributions of physical parame-
ters with the observed morphological characteristics.
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Today, the “magnetic images” mentioned above are
studied by magnetic force microscopy [14]. We con-
centrate our attention on the study of only electric char-
acteristics. We would like to stipulate that the quantities
measured can have different degrees of locality, in other
words, they can relate to surface regions having differ-
ent areas. As will be shown later, the “locality” of the
electrostatic potential set at each point of the space is
determined by certain basic methodological restric-
tions. The contributions to the capacitance, a character-
istic of the whole probe–sample system, come from all
the regions of the surface, but these contributions
decrease approximately inversely proportionally to the
distance of the region from the point of the probe loca-
tion [15]. The information contained in the differential
capacitance (the change in the capacitance with the
change in the probe–surface distance) is even more
local [16]. Therefore, the local capacitance of the sam-
ple (understood here as the capacitance measured when
the probe is located at a given point) can closely char-
acterize the surface region closest to the probe.

The knowledge of the surface electric-potential dis-
tribution is important for studying different objects—
from semiconductors to biological samples. It is the
potential value that is the bridge that allows one to
relate various observable properties to the local compo-
sition and structure of the samples. The widespread
method of measuring a local potential with the aid of an
electron beam has a rather low spatial resolution
(~100 nm) and a poor voltage resolution (hundreds of
millivolts) [17]; moreover, the method is destructive. A
nanometer resolution is attained by using potentiome-
try based on scanning tunneling microscopy [18, 19].
However, it is required that the tunneling current flow
through the sample, which limits the objects that can be
studied by this method only to conducting samples. The
AFM modification that allows one to measure electro-
static potentials removes the limits associated with the
sample resistance and allows one to study nonconduct-
ing samples, which is very important, in particular, for
microcircuits with dielectric layers and conducting ele-
ments whose surfaces are often strongly oxidized.

In the AFM modifications oriented to studies of
electric properties, scanning is usually performed in the
noncontact mode (although there is also a dynamic con-
tact modification of the method) with the use of con-
ducting cantilevers and probe tips and a low voltage
applied between the tip and the sample. This voltage
can be applied to the sample if the tip is grounded or,
vice versa, to the tip if the sample is grounded. These
two configurations require the use of different schemes
of the tip–bimorph separation but yield equivalent
results [20]. In the vicinity of the sample surface, the tip
is subjected to the action of various forces—electro-
static, van der Waals, and capillary forces (if the surface
is coated with a mobile adsorption layer) and also to the
counteracting elasticity force from the cantilever.

We do not consider here the particular situations of
capillary forces associated with the presence of a liquid
(the interactions in the presence of a liquid on a neutral
surface are discussed in [21] and those on a charged
surface in [22]). Van der Waals forces and electrostatic
interactions are observed in all the cases. It is possible
to state that a “visiting card” of any force should indi-
cate not only its absolute value but also the dependence
of this value on the distance between the objects. In the
theoretical analysis of electrostatic interactions, the
tip–surface system was first modeled by a sphere of
radius 

 

R

 

 spaced by a distance 

 

d

 

 from a planar conduct-
ing surface (or even by a conventional plane-parallel
capacitor) [8, 9, 11, 23]. The first model predicts that
the attraction force will be proportional to 

 

R

 

/

 

d

 

 for dis-
tances 

 

d

 

 

 

�

 

 

 

R

 

 and proportional to 

 

(

 

R

 

/

 

d

 

)

 

2

 

 for larger dis-
tances. Taking into account the elongated shape of the
tip represented as a cone of a length 

 

L

 

 with the rounded
“apex” of a radius 

 

R

 

 (Fig. 1), we arrive at a weaker law
of force decrease: at 

 

L

 

 

 

�

 

 

 

d

 

 

 

�

 

 

 

R

 

, this decrease is propor-
tional to 

 

ln(

 

L

 

/4

 

d

 

)

 

, which reflects the contribution of the
macroscopic part of the tip to the tip–surface interac-
tion [24]. At small distances 

 

d

 

 

 

≤

 

 

 

R

 

, the main interaction
is that between the tip apex and the surface, and we
arrive again at a dependence inversely proportional
with respect to 

 

d

 

 [24, 25]. It should be emphasized that
a similar theoretical consideration was first made for
the tip interaction with the conducting surface of the
sample [24, 26–28], and, only recently, the influence of
the geometric parameters of the tip on the forces acting
between the tip and the dielectric sample taken into
account [25, 29]. Numerical computations by the gen-
eralized image-charge method and the analytical
expressions obtained for the limiting cases allowed one
to establish the differences. For conducting samples,
the main part is played by the absolute value of the apex
radius, whereas, for dielectric samples, the force is
affected by the tip shape and the height of the tip apex
above the surface but not by the tip size (in the limit,

 

d 

 

 0

 

).
The allowance made for the electrostatic cantilever–

sample interaction under the conditions of an AFM
experiment shows that the contribution to the force is
practically independent of the distance 

 

d

 

 [27, 30]. How-
ever, as the computations for the system “macroscopic
cantilever–mesoscopic tip (truncated cone)–tip apex
(of the nanometer dimension)” [30] show, it is this
interaction that dominates at 

 

d

 

 

 

≥

 

 5 

 

nm. Therefore, the
efficient sample area participating in the interaction
considerably increases. To reduce the influence of the
cantilever, one must thoroughly select the geometric
parameters and use a nonconducting cantilever with a
deposited narrow contact strip. It is much easier to sup-
press the cantilever contribution by measuring not the
force but its gradients, because the latter are determined
practically by the interaction with the tip apex alone
[30].

The tip geometry also influences the van der Waals
force, but to a lesser degree, so that under the conditions
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of the AFM experiment, the corrections are negligible
[24]. At distances of an order of nanometers conven-
tional for measurements of electric characteristics, the
electrostatic attraction force exceeds the van der Waals
force [8, 24]. This is clearly seen from measurements
on graphite samples under various applied voltages,
including the zero voltage [24]. Moreover, selective
recording is also facilitated by the use of modulation
methods. Nevertheless, because of the parallel topo-
graphic and electric measurements, the separation of
the contributions due to these forces is still rather
important [31–34]. Experimental data [24] also show
that the interaction decreases with the distance from the
surface rather slowly, in other words, the contribution
of the macroscopic effects becomes rather important. A
very important parameter in this case is tip-apex radius.
The value of 

 

R

 

 directly affects the spatial resolution
when studying electrostatic forces: as is shown in [35],

at 

 

d

 

 

 

�

 

 

 

R

 

, the spatial resolution is proportional to .
The methodological errors associated with the tip shape
will be discussed somewhat later. Here, we consider the
principle underlying the method.

dR

 

2. THE PRINCIPLE UNDERLYING 
MEASUREMENTS OF ELECTRIC PARAMETERS

Electrostatic force can directly be determined after
singling out its contribution to the cantilever deflection
measured by an interferometer and with the use of the
experimental dependence of the cantilever deflection
on the tip height above the surface [36]. However, it is
more efficient to determine the force gradient from a
decrease in the amplitude of cantilever oscillations in
the tapping mode with its approach to the surface,
which is related to the resonance-frequency shift under
the action of electrostatic forces [8].

 

1

 

 It is this method
that allows one to attain the atomic resolution [38, 39].
Another variant of force determination proceeds from
the amplitude of cantilever oscillations under the
applied periodic voltage between the cantilever and the
sample [8]. If the applied-voltage frequency coincides
with the resonance frequency of free oscillations of the
cantilever, the amplitude is proportional to the electro-
static-force spectral component at the given frequency
[40]. The formulas relating the amplitude of cantilever
oscillations to the electrostatic force (or its gradient)
and the system parameters for various types of probe
and sample motion with respect to one another can be
found in Chapter 11 [40]. In terms of capacitance, the
most important of these parameters, the probe–sample
system, is modeled by a flat capacitor or a sphere above
the plane. The formulas are derived for the voltage
applied between a conducting sample and a cantilever
whose components are a constant bias and a harmonic
component. A possible surface charge (if a sample is
coated with a dielectric film) is also taken into account.
The oscillations are considered not only at the reso-
nance frequency but also at the frequency correspond-
ing to the maximum steepness of the resonance curve.
In principle, this allows one to determine the surface
potential (the corresponding formula in [40] is given
only in relative units), but the corresponding procedure
is far from simple. It is not accidental that, although this
possibility was considered in [8], no quantitative inter-
pretation of the images in the potential units was made.
Happily, as will be seen later, there exists a method for
direct measuring the potential.

The general expression for the electrostatic force of
interaction between the tip and the sample can be
derived using the method of virtual work. One has to
consider the work done by the given force at infinitesi-
mal displacement 

 

δ

 

z

 

 of the tip along the 

 

z 

 

axis normal
to the sample surface and, then, to differentiate the
expression thus obtained with respect to this coordi-
nate. If both sample and probe are connected to an
external voltage source, the derivation should be per-
formed at a constant potential. Then, the force 

 

F

 

 acting
between the conducting probe and the sample is:

 

F

 

 = –1/2

 

V

 

2

 

∂

 

C

 

/

 

∂

 

z

 

, (1)

 

1

 

The detailed consideration of dynamic noncontact AFM modes is
made elsewhere [37].
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Fig. 1. 

 

Model of a cantilever tip and its geometric character-
istics 

 

R

 

, 

 

L

 

, and 

 

θ 

 

used in calculations.
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where 

 

C

 

 is the capacitance of the probe–sample system
and 

 

V

 

 is the potential difference between the probe and
the sample, the contribution to which comes not only
from the applied voltage 

 

V

 

app

 

 but also from the contact
potential difference 

 

V

 

CPD

 

, 

 

V

 

 = 

 

V

 

app

 

 + 

 

V

 

CPD

 

.

It should be remembered that the latter difference
arises when two solids with different work functions
are brought into electrical contact. In turn, the work
function is the work spent on the transfer of an electron
from the Fermi level of a solid into a vacuum. In the
case of a contact, some electrons pass from the body
with the lower work function 

 

Φ

 

s

 

 into the body with the
higher work function 

 

Φ

 

m

 

. Then, the first body acquires
a positive charge, whereas the second acquires a nega-
tive one, and a field hindering further transitions arises.
The thermodynamic equilibrium is attained when the
electrochemical potentials of both bodies become

equal, i.e., when 

 

 = 

 

Φ

 

m

 

 – 

 

Φ

 

s

 

. The attraction force
between such bodies also exists without external volt-
age because of different potential energies at a vacuum
level at both surfaces, 

 

F

 

 = – 

 

∂Φ

 

vac

 

/

 

∂

 

z

 

. In other words,
within an accuracy of the coefficient equal to the elec-
tron charge and with due correction for the origin, the
work function is the measure of the surface potential
sought.

The work function, being determined, to a large
degree, by a double electric layer at the solid boundary,
is very sensitive to the state of the surface. It depends
not only on the material but also on the crystallographic
orientation of the surface and is considerably changed
in the presence of either an oxide layer or adsorbed
atoms. The work function is sensitive even to the states
of adsorbed atoms. Therefore, the work function varies
from one portion of a clean polycrystal surface to
another (the regions possessing constant work func-
tions are called patches), so that, in the vicinity of the
surface, a certain field of patches is formed. Thus, the
real situation is rather complicated. However, one also
encounters considerable difficulties when modeling
even rather simple situations.

Band diagrams in Fig. 2 illustrate the formation of
the contact potential difference between metal and
semiconductor samples with the front surfaces located
at different distances, whereas their back surfaces are
electrically connected. It is clearly seen that the situa-
tions for these materials are quite different: because of
a high metal conductivity, the whole charge may be
considered concentrated at the surface. In semiconduc-
tors having considerably lower carrier concentrations,
the charged region extends into the bulk. With a
decrease in the distance between the front surfaces, the
thickness of the charged layer increases, and an ever-
increasing fraction of 

 

V

 

CPD

 

 would correspond to the
region of the bulk charge, and an ever-decreasing frac-
tion, to the vacuum gap (Fig. 2). The same is true for the
distribution of the external voltage applied between the
tip and the sample—at the given 

 

V

 

app

 

 value, the poten-

eVCPD
sm

 

tial of the semiconductor surface depends on the sam-
ple–tip distance. Therefore, strictly speaking, Eq. (1)
describing the force is valid only for conducting probes
and samples. If a probe or a sample is a semiconductor
(in studies of semiconductor materials or the use of sil-
icon cantilevers), one must take into account the fact
that the probe–sample capacitance stops being passive
and starts depending on voltage. The problem becomes
even more complicated if one takes into account the
surface states, which can considerably influence band
bending at the surface of a semiconductor.

This fact has not passed unnoticed. Electrostatic
interactions with the participation of semiconductor
objects were analyzed theoretically with the invocation
of method of images. The corresponding electrostatic
problems were considered for a point charge above a
semiconductor surface [41] and also for the simplest
model of two flat metal and semiconductor plates [42].
If the distance between the objects is on the order of the
thickness of the bulk-charge layer, some specific fea-
tures are observed. The force depends on the distance
differently than in the case of two interacting conduc-
tors. It was established [42] that this effect manifests
itself differently for different states of the subsurface
region (in this region, depending on the voltage applied,
either the enrichment, depletion, or inversion mode can
be observed). At distances less than several depleted-
layer thicknesses, the force depends on distance and
voltage differently than in the case of two metal objects.
The deviation from a quadratic increase in force with an
applied voltage (characteristic of interaction of conduc-
tors) was also observed in [43]. The interaction force
was calculated for the system “metal probe–

 

n

 

-type
semiconductor (Si) coated with an oxide layer of the
given thickness” also in the plane-parallel geometry. At
the positive polarity of the applied constant voltage cor-
responding to an increase in the majority-carrier con-
centration close to the surface, the force remains pro-

portional to . At a considerable negative bias, the
inflow of minority carriers results in the inversion of the
conductivity type in the subsurface region and the

 

F

 

(

 

V

 

app

 

) 

 

dependence asymptotically tends to a parabola.
However, at low negative values, 

 

V

 

app

 

 ~ (–1)–(–2)

 

, in
the depletion mode, the force increases with an increase
in bias more slowly because of the effect of the positive
charge of impurity atoms that remained uncompensated
after the pushing-away of majority carriers from the
subsurface region. This tendency is the more pro-
nounced the closer the probe to the surface and the
lower the donor concentration. Therefore, for moder-
ately doped semiconductors, the influence of the space
charge should be taken into account. However, as
shown in [42, 44], heavily doped Si cantilevers can be
regarded as metal ones.

Nevertheless, in practical studies, the above effects
have not been not taken into account as yet, and the cal-
culations are still based on Eq. (1), even for semicon-
ductor samples [45]. Only when studying dielectrics

V app
2
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does one usually take into account an additional electri-
cal field induced by surface charges and introduce into
the force the corresponding contribution expressed in
terms of σ (surface charge density) [12, 33, 36, 45, 46].
An alternative approach is the use of the Born approxi-
mation of the perturbation theory for the allowance for
the force in the case where the field is distorted by a sur-

face charge [47]. In fact, in this case σ itself becomes
the main object of the study. However, we return back
to initial Eq. (1).

Modulating the applied voltage Vapp = VDC +
VACsinωt, one can represent force (1) as a sum of three
components:
the constant force,

FDC = –1/2∂C/∂z{(VCPD + VDC)2 + 1/2 }, (2)

the force varying with the fundamental frequency ω
(the first harmonic),

(3)

and one more harmonic force varying with a double fre-
quency (the second harmonic),

(4)

It is seen that the last component depends only on
the probe–sample capacitance ∂C/∂z, whereas the force
Fω also contains the information on the contact poten-
tial difference. These quantities can be determined by
measuring the oscillation characteristics of the cantile-
ver under the action of these periodic forces. If the can-
tilever moves in the oscillation mode for the topo-
graphic measurements, then the third spectral compo-
nent is observed at the frequency ωr. In principle, the
heterodyne interferometer allows one to record the can-
tilever deflections at several frequencies simulta-
neously [20] if the frequencies of the corresponding
signals are sufficiently separated, as in Fig. 3. Figure 3
shows the frequency spectrum of cantilever oscillations
[48]: similar to the tapping mode in AFM, the signal at
the free-motion resonance frequency ω is used to per-
form the topography measurements, whereas the fre-
quency ω of the modulating electric signal is selected in
such a way that both this frequency and the second har-
monic are outside the resonance frequency band.
Strictly speaking, because of the nonlinear nature of the
cantilever–surface interaction, the free oscillations of
the cantilever are anharmonic [49, 50], whereas the
contribution of higher harmonics is negligible [51] and,
in this case, can be ignored. The block-diagram of a
modern multifunctional-type setup [48], which enables
one to use the possibilities of the so-called electrostatic
force microscopy, is shown in Fig. 4. However,
researchers often use more specialized apparatus for
measuring a potential or a capacitance. In the first case,
it is scanning Kelvin probe microscopy; in the second
scanning capacitance microscopy. After making some
preliminary remarks, we consider the characteristics of
both methods.

Since the methods discussed are rather new, both the
terminology and the technical characteristics of the set-
ups used are somewhat inconsistent. Thus, the parame-
ters of the oscillating probe systems can considerably
differ. As a rule, the cantilevers used are rather rigid and
have the spring constant k ranging from several new-

V AC
2

Fω ∂C/∂z VCPD VDC+( )V AC ωtsin–=

=  F1 ωt,sin

F2ω 1/4∂C/∂zV AC
2

2ωtcos F2 2ωt.cos= =

Vacuum level
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semiconductor

EFm

Φ
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E
g
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Eν
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Φ
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eVëPD
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Vacuum leveleVëPD

Φ
m χ s

Ec
EFs
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Fig. 2. Illustrating the formation of a contact potential dif-
ference VCPD in the system metal–n-type semiconductor
(the work function of the metal is higher than that of the
semiconductor, Φm > Φs). Notation of band diagrams: EFm
is the Fermi level in the metal, EFs is the Fermi level in the
semiconductor, Ec is the conduction-band bottom, Ev is the
valence-band top, Eg is the band gap, and χs is the electron
affinity of the semiconductor. (a) No contact between the
metal and semiconductor, (b) electric contact between the
metal and semiconductor spaced by a considerable distance,
and (c) the objects are almost in contact with one another.
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tons to several tens of newtons per meter (most often,
20–30 N/m) and are prepared from heavily doped sili-
con or, sometimes, also from Si3N4 (with a conducting
coating) or tungsten. For attaining a higher conductiv-
ity, silicon cantilevers may be coated with Au, Co, Cr,
or PtIr layers. Unfortunately, these layers are rapidly
worn out in air [52]; pure silicon is rapidly oxidized.
Comparing the stability of potential images obtained
with the aid of silicon cantilevers coated and not coated
with a metal favors uncoated cantilevers [53]. It seems
that it is better to increase the cantilever conductivity by
depositing onto it (chemical vapor deposition) boron-
doped thin diamond films. Such coatings may also be
used for measuring currents in the contact mode [54].
Similar cantilevers were also used in studies by scan-
ning Kelvin microscopy [55]. The apex radius R usually
lies within 5–40 nm, whereas the conventional oscilla-
tion amplitude lies within 10–20 nm. The requirements
for tips set by the problems of “electric” AFM and the
comparative analysis of the tip quality, including the
quality of diamond tips, can be found in [56]. The Q
values of cantilevers as oscillating systems do not
exceed 100–200 in air, but, in vacuum, they increase up
to 1000–2000 [57] and even higher (in [31], the Q fac-
tor attains a value of 38 000). A better design could have
increased the Q values further, but it is not justified
because of narrowing of the bandwidth of the system
and an increase in the response time [58]. The free-
motion resonance frequencies f0 of the cantilevers
range from tens to hundreds of kilohertz. Proceeding
from various considerations, the frequency ω of the
modulating voltage can be chosen to be the first and the
second resonance frequencies or a lower frequency (2–
3 kHz or even 300 Hz). The amplitude of a.c. voltage

VAC usually varies from tenths of a volt up to several
volts.

Thus, the optimum parameters of the system have
not been established as yet, so that all the experimenters
continue indicating the technical data of their experi-
ments. As to the spatial resolution, some authors indi-
cate the atomic resolution for GaAs(110) [31],
Ag/Si(111) [38, 59], Au/Si(111) [39], and Sb/Si(111)
[60].

3. SCANNING KELVIN PROBE MICROSCOPY

Scanning Kelvin Probe Force Microscopy, abbrevi-
ated in the literature as KPM, SKPM, KPFM, KFM,
and SKFM, inherited its name from the method of mea-
suring a contact potential difference suggested by Lord
Kelvin as far back as 1898. In this method (also called
the method of dynamic capacitor), two samples form a
flat capacitor. The electrically connected plates oscil-
late relative to one another, and the potential difference
between the plates is measured. If the plates are not
charged, the voltage equals zero and remains zero dur-
ing plate oscillations. But if the plates have different
work functions, a charge arises and the capacitance
varying with the distance gives rise to the correspond-
ing change in the voltage. In series switching into the
circuit of a d.c. source, one may select its voltage Vapp
in such a way that it is equal to VCPD but has the oppo-
site sign. Then, the charges at the plates become fully
compensated, and the oscillations of the voltage mea-
sured at the vibrating plates cease, which indicates that,
now, Vapp = VCPD. Thus, determining VCPD in such a way
and knowing the work function of one of the plates (test
plate), one can determine the work function of the sec-

10–3

0

10–2

10–1

10–4

20 40 60 80

Detector signal, mV

Frequency, kHz

ω 2ω

ωr

Fig. 3. Cantilever frequency spectrum with a resonance frequency of 60 kHz measured with the aid of a lock-in amplifier at a con-
stant bias voltage of 0.5 V and a.c. frequency of 21 kHz (in the absence of feedback compensating the contact potential difference)
[48].
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ond plate. Of course, the value thus obtained is aver-
aged over the whole surface (as in the traditional
method of determining the work function—the diode or
thermionic method). All attempts to create a micro-
probe based on the Kelvin method gave a spatial reso-
lution much lower than 1 µm because of the problems
associated with measuring the current and existence of
a stray capacitance [61]. Nevertheless, efforts in this
direction are being continued—attempts are being
made to combine the Kelvin method with other tech-
niques, such as measurements of surface photovoltage
and deep-level transient spectroscopy (DLTS) [62, 63].
The accuracy of the determination of the work function
with a microprobe attains a value of 0.1 mV, but the
spatial resolution does not exceed fractions of a milli-
meter. A high spatial resolution can be attained using
photoelectron emission spectroscopy, but the latter is
less sensitive to the work function [64]. And only the
use of the basic system of an atomic force microscope
allows one to obtain high resolution with respect to
both geometric and potentiometric parameters.

Figure 5 illustrates the “compensation idea” for a
probe–sample system [65]. Here, mechanical excita-
tion is changed to electric excitation—applying an

alternating voltage VACsinωt, one records the signal
excited by mechanical oscillations of the cantilever
under the action of an electric force. As is seen from
Eq. (3), the selection of the constant voltage component
in such a way that VDC = –VCPD, results in a zero value
of Fω and, therefore, the absence of a signal at the fre-
quency of the first harmonic.

A similar scheme for measuring potentials in AFM
was first used by Weaver and Abraham [66]. Thus, it
became possible to visualize the voltage drop at the
microcircuit (amplifier) resistor with a spatial resolu-
tion of ~50 nm. Weaver and Abraham called their
method atomic force potentiometry [66]. Then, Non-
nenmacher et al. [67] coined the term Kelvin Probe
Force Microscopy. They directly measured the local
work function for deposited Au, Pt, and Pd films with
an accuracy of about 0.1 mV. In both the above works,
it is emphasized that it is possible to perform simulta-
neous “potential” and topographic imaging. The elec-
tric signal was applied at the resonance frequency of the
cantilever, and the topographic images were obtained at
a somewhat higher frequency.

In modern Kelvin probe microscopes, the topo-
graphic images are recorded at frequencies close to res-
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onance and the voltage is modulated at the frequency of
the first or second resonance or at a considerably lower
frequency. During the first pass along the given scan
line, the profile is recorded in the tapping mode (the
cantilever oscillations are excited close to the surface
by a bimorph). In this case, the feedback in the control
system of vertical motion maintains a constant ampli-
tude of cantilever oscillations (amplitude modulation)
or a constant shift of its resonance frequency (fre-
quency modulation). Thus, one determines points equi-
distant from the surface (the force gradients at these
points are the same) [58]. Then, the feedback is
switched off, the mechanical excitation of oscillations
is ceased, and the cantilever rises from the sample to a
distance from several to several tens of nanometers (the
so-called lift-mode) and second scanning is performed
at a constant distance (the tip goes along the trajectory,
repeating the profile recorded earlier) but under an
applied voltage VDC + VACsinωt. The new feedback
establishes the bias VDC in such a way that there is no
signal at the frequency ω. The details of the optimum
feedback tuning can be found in [53]. The correspond-
ing VDC values after the sign reversal are the VCPD val-
ues at each point of the line (it should be indicated that,
in a number of studies, another sign convention is
used).

The minimum potential thus measured depends on
the level at which the alternating-voltage-induced oscil-
lations can be separated. It seems that the thermal and
optical noise should contribute to the error of the mea-
sured amplitude of cantilever oscillations. In this case,
the optical noise is negligible [23], and, therefore, the
minimum potential is recorded when the amplitude of
induced cantilever oscillations attains a value on the
order of random thermal fluctuations [67]

(5)

where kB is the Boltzmann constant, T is the tempera-
ture, ε0 is the dielectric constant in vacuum, and B is the
bandwidth. At the parameter values used in [68], the
resolution attains a value of 0.1 mV, i.e., is at the level

Vmin 2kBTkB/π3
Q f 0( )d/ ε0V ACR( ),=

of earlier studies [67]. However, it seems that it can be
improved by two orders of magnitude by performing
measurements in a sufficiently high vacuum at low tem-
peratures.

In practice, not only the instrumental errors influ-
ence the potential, but also some additional factors
associated with the physics of the phenomenon. It turns
out that the recorded potential ϕmeas depends on such
factors as the tip used, the height of the tip location
above the surface, and the amplitude of the applied
alternating voltage, and the recorded changes may
exceed the expected error. Then, the question arises
why such a situation is possible, how reliable the results
obtained are, and whether they may be compared with
one another and with the data obtained by other inde-
pendent methods.

The simplest factor is the effect of a tip, because one
measures a contact potential difference that strongly
depends on the tip state and the presence there of
defects, oxide layers, contaminations, etc. Thus, in
[69], after the change of the tip, the measured surface
potential of a silicon sample changed by 30–50% (in
some cases, even by 100%) (Fig. 6). Therefore, the
reproducible results can be obtained only in high vac-
uum in order to avoid, at least, adsorption from air.
Such ultra-high vacuum setups (with the residual pres-
sure ≤10–10 mbar) have already been constructed [59,
70], but, in fact, most studies are still performed in air
or, at best, in an atmosphere of dehydrated gas. How-
ever, even high-vacuum experiments cannot guarantee
tip homogeneity: it is most probable that the tip surface
consists of patches—regions having different work
functions (because of steps, nonuniform coating, etc.).
Burnham et al. [71] believe that it is the patches on the
tip and sample that are responsible for the long-range
component of the interaction force acting between the
tip and sample in the case of no applied voltage.

The fields of the sample patches always existing
above the inhomogeneous (with respect to the work
function) surface play an important role in method
accuracy. The mechanism of contrast formation in
SKPM and the method resolution were analyzed theo-
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Fig. 5. Illustrating the compensation principle in Kelvin microscopy [65]. (a) Because of a contact potential difference between the
tip and the sample, the electrostatic interaction takes place without application of any voltage (for definiteness, it is assumed that
the tip work function ϕtip exceeds the sample work function ϕsample); (b) an appropriately chosen applied constant voltage decreases
the interaction force to zero; (c) the application of an alternating voltage gives rise to tip oscillations.
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retically on a sample consisting of a set of n ideal con-
ductors with different constant potentials ϕi [72]. The
energy of electrostatic interaction in the tip–surface
system was calculated with due regard for the capaci-
tance coupling between the tip and various patches
(shown in Fig. 7 by capacitance Cit) and the capacitance
coupling between the patches themselves, Cij; then, the
force acting on the tip was determined. Under the con-
ditions of SKPM, the potential ϕDC equals not the exact
value of ϕi for the patch located directly under the tip—
it equals the weighted value averaged over the surface,
where the role of the coefficients is played by the
∂Cit/∂z derivatives:

(6)ϕDC ∂Cit/∂zϕ i

i 1=

n

∑ 
 
 

/ ∂Cit/∂z
i 1=

n

∑ 
 
 

.=

In the limit of infinitely small regions, Eq. (6) is trans-
formed into a two-dimensional convolution of the real
potential with a certain transfer function. Comparing
the results of the numerical simulation of two typical
situations—the potential distributions in the form of a
patch and a step—with the experimental data obtained
on specially prepared test structures showed good
agreement between the calculated and experimental
data. It is important for the method efficiency that both
real and simulated measurements in the vicinity of the
boundary characterized by a dramatic change of the
potential give a smoothened pattern with a continu-
ously varying ϕ in the transient region. The calculations
performed for different tip geometries showed that this
smoothening is feebly marked for thin long tips with a
blunt apex (high R values). It is this configuration that
ensures the prevalence of the local electrostatic interac-
tion over the nonlocal interaction, so that the informa-
tion thus obtained relates mainly to the surface region
lying directly under the tip.

Capacitance in Eq. (6) depends on the tip shape (of
course, with a certain scatter for different tips) and the
height of its location above the surface. Therefore, the
variations in the measured potential ϕmeas caused by the
tip change and its locations at different heights above
the surface observed in the studies of inhomogeneous
samples with the traces of wear in air [69] can be asso-
ciated with the methodical limitations considered
above. The influence of the tip height on the resolution
was studied experimentally (on the p–n-junction in GaP
and the steps on GaAs and HOPG samples in high vac-
uum) and theoretically (a tip was modeled by a “stair-
case” of flat capacitors switched in parallel, with the
semiconductor effect being ignored). The “diffusion”
of the work function in the region of its dramatic
change and its decrease observed during measurements
become more pronounced with an increase of the
height, which can be satisfactorily described within the
framework of the approximate model considered
above. (The possibility of working at smaller heights
can also increase the resolution in high-vacuum setups
[73].) It should be emphasized that, as earlier, the key
role in the above calculations is played by surface inho-
mogeneity with respect to the work function.

However, the potential measured in high vacuum at
heights less than 50 nm on a test atomically smooth
HOPG sample also varied [44]. This effect was differ-
ent for different cantilevers. Thus, for new cantilevers,
the effect was on the order of several millivolts, but it
dramatically increased up to hundreds of millivolts
after the tip contact with the sample. It seems that, here,
the key part is played by the tip state—with a decrease
of the distance, the tip apex starts playing the most
important role and its metal coating gradually wears
out. In any case, the assumption that the measured
potential depends on the distance because of the incom-
plete compensation of VCPD [74] is not confirmed here.
(Since the amplitude of the recorded signal can be
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reduced to zero only within the experimental error,
then, in virtue of Eq. (3), the ϕmeas value depends on the
quantity reciprocal to ∂C/∂z.) In [74], the ∂C(z)/∂z
dependence was calculated theoretically by summing
up the contributions that come to the capacitance from
the individual parts of a tip of the given shape which lie
at different distances from the surface. The plot of the
reciprocal quantity repeats the shape of the ϕmeas(z)
curve. On the contrary, a ∂C(z)/∂z dependence for
HOPG samples at the same heights as ϕmeas was
recorded experimentally [44] in accordance with
Eq. (4). It turned out that this curve cannot be used to
explain the experimental changes in ϕmeas. Sommerhal-
ter et al. [44] believe that, using the appropriately
selected feedback parameters, it is possible to reduce
the deflection caused by the incomplete compensation
of VCPD to the noise level of the system. Nevertheless,
Efimov and Cohen [55] suggested a special algorithm
for improving the potential image by separating from it
the component associated with “undercompensation”
of VCPD for tips having certain geometries. Gil et al.
[30] explain the sensitivity of the SKPM method to the
height of the tip location by the contribution of the
interaction of all the parts of the cantilever–tip system.
As a result, one measures, in fact, the weighted poten-
tial value (similar to Eq. (6)). However, as was indi-
cated above, this interpretation of the ϕmeas(d) depen-
dence is valid only for inhomogeneous surfaces.

The effect of VAC on the measured ϕmeas value (less
pronounced in Fig. 6 than the influence of the height
variation or tip change) is of a pure semiconductor
nature. Leng et al. [75] observed the changes in ϕmeas up
to 1 V in air with an increase in VAC from 1 to 7 V for a
disordered GaInP sample and indicated that no such
dependence is observed for clean metal samples and
tips. Neither was it observed for HOPG samples [44].
However, the dependence was quite pronounced for a
p-WSe2 sample [44]. As was to be expected, the depen-
dence was more pronounced at smaller tip–surface dis-
tances because, at such distances, the electric field pen-
etrates more deeply into a semiconductor and the band
bending becomes more pronounced (Fig. 2). The
ϕmeas(VAC) dependence is caused by different charging
of the surface in the sequence of half-periods of positive
and negative polarities (in the depleted state, the poten-
tial varies much more pronouncedly than in the
enriched state). It should be noted that the nonsymmet-
ric tip–semiconductor surface interaction with the
change of the voltage polarity was predicted theoreti-
cally as far back as 1992 [43] for all the three force
components, FDC, Fω, and F2ω. The necessity of taking
this into account was also indicated in [76].

Therefore, to reduce the influence of VAC on the
measured potential, one has to study semiconductor
materials at the minimum VAC values (on the order of
100 mV). However, it is seen from Eqs. (3) and (5) that,
to increase the method sensitivity, one has to increase

the VAC value at least by an order of magnitude, i.e., to
increase it up to several volts (this would increase the
amplitude of oscillations induced by the force Fω).
These requirements set to VAC become contradictory for
the scheme of amplitude modulation described above,
in which the complete compensation of the contact
potential difference VCPD (attained by the application of
the voltage VDC) can be seen from the zero oscillation
amplitude at the frequency ω (force measurement [57,
66, 70]). It is expedient to use the second resonance fre-
quency of the cantilever as an alternating-voltage fre-
quency [57]. This allows one to attain a resolution of
5 mV at the small amplitude VAC [44]. The alternative is
the use of the frequency-modulation method (force-
gradient measurement): the signal circuit should also
have a frequency demodulator to control the variation
of the oscillation frequency caused by the electrostatic
interaction (the frequency shift oscillates with the fre-
quency of the alternating voltage [38, 59]). In this case,
the bias equal to the contact potential difference is
determined from the absence of frequency oscillations.
However, it turned out that, to attain an energy resolu-
tion similar to that in the method of the amplitude mod-
ulation, one has to use higher VAC values (≥2 V) [44].
On the other hand, the spatial resolution at the fre-
quency modulation is higher (as was indicated above,
in terms of the force gradient, the main part in the inter-
action is played by the tip apex). In the determination
of the force, which is less dependent on the distance
than its gradient, an important role is played by the
averaging effect of the tip and cantilever. The latter
effect increases the region around the probe that partic-
ipates in the interaction. At the same time, at the ampli-
tude modulation, the dependence of the potential mea-
sured for inhomogeneous surface on the tip height
above the surface is weaker [77]. The influence of the
tip geometry on the spatial resolution of SKPM has
been studied experimentally [77] and it was shown that,
in accordance with the prediction made in [72], the
highest resolution is observed for long tips.

The accuracy of the determination of the surface
potential can be increased by invoking some additional
information on the signal phase [78]. Analysis shows
that, unless the absolute VDC value is lower than the
contact potential difference, the phase of the compo-
nent of the electrostatic force at the frequency ω is
shifted by ±180° with respect to the applied alternating
signal. If |VDC | exceeds |VCPD |, this phase difference
goes to zero, i.e., at VDC = –VCPD, the signal phase dra-
matically changes, which can readily be detected
experimentally. In turn, this allows one to fix the
moment of the complete compensation of the contact
potential difference.

New possibilities for studying semiconductors are
provided by the use of near-field optical waveguides
with metal coatings as cantilevers. This allows one to
illuminate the sample locally and, thus, to complement
the Kelvin microscopy with photovoltage measure-
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ments (surface photovoltage method, SPV) [79]. Pho-
ton absorption gives rise to the formation of electron–
hole pairs that are separated in the field of the volume
charge in the vicinity of the surface (appearance of pho-
tovoltage). In the subsurface region, the carrier concen-
tration increases and band bending (surface potential) is
changed. If the incident light is sufficiently intense, flat
bands may arise (the photovoltage attains the saturation
that allows one to determine the potential barrier
height). Varying the wavelength of the monochromatic
radiation, it is possible to initiate transitions of elec-
trons from various initial states (from the valence band
or the levels in the forbidden band). Then, the change in
the work function allows one to obtain information on
the distribution of the surface states, recombination
centers, etc. Experiments show [79] that new cantile-
vers ensure potential measurements with an accuracy
not less than the accuracy attained by the traditional
methods and allow one to record the changes of the
potential under illumination. An interesting technical
solution for SKPM is suggested in [80]—to use the car-
bon nanotubes as probes, which should increase the
spatial resolution of the method.

Finally, let us answer the question whether it is pos-
sible to use SKPM for extracting the absolute quantita-
tive information on the work function. Brushan and
Goldade [69], who work in an air atmosphere, have a
rather pessimistic opinion. They believe that one can
obtain only the qualitative information about the poten-
tial variation along the surface. The measurements per-
formed in the N2 atmosphere [78] are quite consistent
with the known data. It is recommended to anneal both
samples and tips prior to measurements in order to
remove the adsorbed layers, in particular, water [81]. It
was shown [70] that, under the conditions of high vac-
uum, the absolute measurements are rather reliable if
each concrete cantilever is preliminarily calibrated
against the test surface with the known work function.

The number of problems solved by SKPM is rather
large. For crystals, the method allows one to reveal and
characterize even feebly marked inhomogeneities. The
first SKPM studies allowed one to visualize Pd micro-
particles on a gold substrate, grains of polycrystalline
gold, and their grain boundaries, and observe the
changes in the dipole layer at the steps of an as-cleaved
HOPG sample [67, 82]. Considering the cross section
of a GaInP film on the GaAs substrate, Leng et al. [75]
managed to distinguish atomically ordered and disor-
dered (with respect to alternation of Ga and In atoms in
the (111) planes) submicron regions. Kitamura and
Iwatsuki [59], performing experiments under high vac-
uum, attained the atomic resolution and identified the
phases with the 5 × 2 and 7 × 7 surface structures in the
Au/Si(111) system (the work function for the former
regions was higher by 0.5 eV than for the latter ones)
with dimensions of tens of nanometers. Sputtering Ag
onto the n-Si(111) 7 × 7 surface, Kitamura et al. [38]
and Kitamura and Iwasaki [59] managed to separate
polycrystalline Ag clusters and hexagonal Ag(111)

islands (the difference in their work functions attained
20 meV; the contrast against the silicon background
attained 10 meV). Kitamura et al. [39] studied in detail
the Au clusters on the n- and p-types Si(111) 7 × 7 sur-
faces and revealed no differences in the image contrast.
Therefore, they suggested that, at an atomic resolution,
the contrast is determined mainly by the surface elec-
tron density, whereas the calculation of the “true” work
function requires the use of the average potential differ-
ence between the cluster and substrate. However, Kita-
mura et al. [39] consider the notion of the true work
function in association with the position of the Fermi
level in the crystal bulk, whereas, on the surface of a
semiconductor, the bands are often bent because of the
surface states. Close values of the surface potential for
the p- and n-type GaAlSbAs samples were also
observed in [83] and were explained by the presence of
charged traps on the surface. The shift of the Fermi
level with respect to the bulk (different for different
sample thicknesses) was clearly observed on InAs(110)
by the SKPM method [81]. A jump of the Fermi level
in the vicinity of steps on as-cleaved n- and p-type
GaAs(110) surfaces observed in [70] was attributed to
the action of the localized states of atoms with a dis-
torted coordination. The work function of the mono-
layer of TiO2 islands of nanometer sizes also increases
with respect to the work function of the remaining
atomically smooth TiO2(110) surface, but, in this case,
continuously—it attains the maximum in the island
centers [84]. This was explained by the dipole-type
polarization in the vicinity of the island boundaries.
Sommerhalter et al. [70] indicate that SKPM may also
be used to detect impurity centers and determine the
sign of their charges (they considered the p-type
WSe2(0001) surface cleaved in vacuum). Measure-
ments at an atomic resolution allowed one to identify
single species, i.e., to separate the Si and Sb atoms (the
surface potential of the latter atoms was higher by

0.2 eV) on the Si(111) 5  × 5 -Sb (it should be
remembered that the topographic image at an atomic
resolution fails to distinguish between these atoms)
[60]. However, the above value is not consistent with
the difference between the work functions of bulk sam-
ples or with the difference in the ionization energy of
the isolated atoms. Thus, the interpretation of the
results obtained requires the detailed theoretical analy-
sis of the energy band of the atoms adsorbed on con-
crete surfaces. Without such an analysis, it is impossi-
ble to reliably establish the mechanism of formation of
potential images on the atomic scale [39, 60].

SKPM also turned out to be very a convenient
method for studying the wear of materials due to fric-
tion [69], analysis of galvanic effects in corrosion of
aluminum-based alloys [85], and detection of interme-
tallic inclusions in alloys (Al2Cu in the Al–Cu system)
[68]. The transition from the qualitative to quantitative
interpretation of the experimental data opened new vis-
tas for control for electric processes in various devices

3 3
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in microelectronics—from thin-film InGaAs resistors
[74] and p–n junctions on Si [57, 86] to complex het-
erostructures [86–88].2 Thus, it is possible to record a
built-in potential. Its comparison with the calculated
profile revealed the incomplete donor ionization in
laser-based n+-InP/InGaAsP/p+-InP diodes [87] and
explained insufficiently efficient collection of carriers
associated with defect and impurity distributions in
solar elements based on microcrystalline silicon
(Fig. 8) [88]. Studying the potential distribution in the
cross section of a multilayer Al0.3Ga0.7As/GaAs struc-
ture, Tanimoto and Vatel [86] proved, using secondary-
ion mass spectroscopy (SIMS), that the SKPM method
is sensitive to the Al content in each layer. The measure-
ments performed on illuminated samples allowed one
to determine the change in the depleted-layer width, to
study the transition to flat bands, and to draw conclu-
sions on the band structure of the cleavage. Applying
the bias voltage to laser GaAlSbAs/GaSb(100) diodes
cleaved along the (110) surface, one can directly deter-
mine the voltage drop at the heterojunction and the
active region of the device [83]. It was revealed that, in
junction-based GaP diodes, the potential distribution
(whose change turned out to be much more pronounced
than the applied bias) depends on the electron transi-
tions from shallow localized levels to the conduction
band occurring under the action of emitted light [89].
Koley and Spencer [90] recorded the potential distribu-
tion around a single dislocation in n-GaAs films and
Al0.35Ga0.65N/GaN heterostructures (Fig. 9), deter-
mined the position of the Fermi level in both film and
heterostructure, and suggested a band diagram with
acceptor dislocation levels.

4. ELECTROSTATIC FORCE MICROSCOPY

As was indicated above, electrostatic force micros-
copy (EFM) is a combined method that allows one to

2 In this case, when using Eq. (1), one has to take into account in
the expression for voltage V also the voltage Vind induced on the
surface and associated with the device operation. In other words,
the image contrast is determined by the sum VCPD + Vind.

measure the electrostatic force—usually both its har-
monics, Fω and F2ω. In 1988, when Martin et al. [8] first
measured the electrostatic force using an atomic force
microscope in the range of distances from several to
170 nm and determined the minimum recordable force
10–10 N by this method, the term EFM had not been
coined. Schönwenberger and Alvarado [11] recorded a
value of 14 × 10–9 N. Today, when we have instruments
that can operate in vacuum and also at low (including
helium) temperatures, it is also possible to measure
forces less than 10–12 N [91]. Among the pioneers of the
method are, also, Stern [10] and Terris [12], with co-
authors, who tried to use electrostatic forces to visual-
ize the charge distributions on the surfaces of dielectric
samples. First, they manage to record the appearance of
such a charge by analyzing the contours of constant
force gradient measured in the conventional tapping
mode of AFM. Because of the Coulomb attraction
between the charge on the surface and the correspond-
ing charge induced at the tip, the contour shows sharp
peaks. It is possible to single out the charge peaks
against the background of topographic images and
determine the charge sign by applying a constant bias
VDC of different signs and values to the metal electrode
under the film [10, 92]. The application of the bias
would change the charge induced at the tip and, thus,
also the force of interaction, which, in turn, could
change the image contrast up to its reversal (Fig. 10).
However, the necessity of multiple scanning at various
VDC values led the authors to the idea of modifying the
method. Working, as usual, in the tapping mode, they
applied a.c. voltage VACsinωt between the cantilever
and the metal electrode under the dielectric sample with
a frequency much lower than the oscillation frequency
in the vicinity of the resonance. Then, the existence of
the surface charge can be established from the presence
or absence of an additional modulation of the force gra-
dient at the frequency ω [12, 92]. The component with
the frequency ω is responsible for the charge imaging,
with the charge sign being determined by the signal
phase. Thus, Terris et al. [92] recorded simultaneously
within one scan the signals at different frequencies (as
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Fig. 8. Topographic image (left) and the corresponding surface potential scan (right) of cross-sectioned pin-diode prepared from
microcrystalline silicon. Scan size is 3.5 × 3.5 µm [88].
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is made today in modern EFM, although they used the
term force microscopy of localized charges). The term
EFM was coined later, e.g., the study by Sugawara et al.
[31], who studied the charges localized on the surface
in a high vacuum (but, as earlier, they determined the
charge sign from the change of the contrast at different
VDC values).

As a matter of fact, it is difficult to rigorously divide
the application spheres of the methods—some modern
SKPM instruments also provide control for ∂C/∂z vari-
ation. Thus, the heterodyne system allows one to follow
cantilever deflection simultaneously at various frequen-
cies [20, 48, 75] (the cantilever response shows several
peaks because the probe behaves as a lumped mass sys-
tem). If an instrument records only one basic harmonic,
one can also measure the capacitance component by
tuning the frequency of the applied alternating voltage
to ω/2 [44]. However, the authors of the studies cited
above prefer to call their approach Kelvin microscopy.
Reciprically, EFM still allows one to compensate the
contact potential difference by the Kelvin method, see,
e.g., [48], where the potential and capacitance images
are compared. However, most often, it is the electro-
static force that is the quantity whose spatial distribu-
tion forms an image, as is the case in [31], where the
images are obtained based on the force gradient distri-

bution, in [93], where the images are considered in
terms of the amplitudes of the Fω component, or in [94],
where the images are obtained using the Fω and F2ω
amplitudes separately.

Leaving aside the two-pass method [36, 95] and
recording the signals simultaneously at several fre-
quencies [48, 94] (Figs. 3 and 4), one has to take into
account that the electrostatic force can influence the
topographic images. Indeed, the application of the
modulating voltage VACsinωt makes the constant force
component active even at the compensated contact
potential difference (VDC + VCPD = 0) in accordance with
Eq. (2). Although the van der Waals force varies with
distance faster than the electrostatic force and it is its
gradient  that plays the key part in imaging of the
constant gradient, the electrostatic-force gradient can
also give a contribution. Figure 11 [96] compares the
topographic images of the Au sample obtained without
application of VAC and with the application of VAC =
10 V and illustrates how this deteriorates the spatial
resolution. It follows from Eqs. (2) and (4) that, in the
case where VCPD = –VDC, the gradient of the constant

component of the electrostatic force  =

1/4(∂2C/∂z2)  coincides (by an absolute value) with
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Fig. 9. (a) Topography of an n-GaN surface, (b) surface potential image (1 × 1 µm) taken simultaneously on unintentionally doped
n-GaN sample, and (c) a cross-sectional line diagram showing typical variation in the surface potential around a dislocation [90].
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the gradient of the amplitude of the second harmonic of

the force  = –1/4(∂2C/∂z2) . Therefore, it was sug-
gested [34, 93] to avoid possible distortions introduced
by  into the topographic images by subtracting the

F2' V AC
2

FDC'

measured amplitude  from the gradient of the total

constant force F ' =  + . The dependences of
the shift of the frequency of cantilever oscillations
(measure of the force gradient) on the height of the tip
location above the surface (Fig. 12) [93] demonstrate
the practical coincidence of the curve constructed in the
absence of the a.c. voltage (filled circles) and the curve
constructed for the applied a.c. voltage and then cor-
rected by the above method (open circles).

The authenticity of the topographic image in [31] is
ensured in a somewhat different way. It is suggested to
apply to a sample square-wave voltage trains with the
frequency ω. In this case, topographic images are
formed in the conventional way at the zero bias (mea-
sured from the compensation level of the contact poten-
tial difference), whereas the electrostatic characteristics
are recorded during the half-period of the bias applica-
tion.

In turn, Hong et al. [46] state that it is possible to
overcome the difficulties associated with the separation
of the force gradients by using EFM in the dynamic
contact mode (dynamic contact mode of EFM, DC–
EFM) [97]. It was established that, even in the case of a
contact with the solid surface, the cantilever performs
continuous oscillations with a finite amplitude. There-
fore, the surface profile is measured in the mode analo-
gous to the conventional contact mode in AFM,
whereas the electric characteristics are determined
from Eqs. (2)–(4) using the oscillation amplitudes at
the applied-voltage frequency. In this case, the repul-
sive van der Waals force is maintained constant with the
aid of the feedback in the circuit for the motion control
along the vertical coordinate. The above formulas

F2ω'

FvdW' FDC'

Fig. 10. Contours of constant force gradient acting on the
tip above the dielectric polymethyl methacrylate surface
and the schematic charge distribution at four different
applied constant bias voltages: (a) 0, (b) –6, (c) +6, and
(d) +24 V [10].
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obtained under (a) 10 V and (b) zero a.c. voltage [96].
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remain valid, since, despite, the cantilever contact, no
current can flow between the sample and cantilever
because of the insulating (oxide) layer on the silicon
tip. It is true that, if the samples are insufficiently hard,
an additional indeterminate factor arises, which is asso-
ciated with possible variations in the hardness along the
surface changing, in turn, the amplitude of cantilever
oscillations (on the other hand, this fact can be used for
obtaining some information on the mechanical hard-
ness of the sample) [33].

As to the measurable electric quantities, the directly
determined F1 and F2 values are insufficiently informa-
tive for surface characterization. It is more important to
determine the surface potential. In EFM, it is some-
times determined using a Kelvin compensation scheme
[48]. It is also possible to determine the surface poten-
tial directly from the F1 and F2 values using Eqs. (3)
and (4),

|VCPD + VDC | = VAC/4 |F1/F2 |. (7)

Xu and Hsu proved [94] that the latter method of deter-
mining VCPD is equivalent to the SKPM method even if
one takes into account the influence of the stray canti-
lever–sample capacitance Ccant. Taking into account
this capacitance in both methods equally decreases the
measured contact potential difference in comparison
with its true value because of the coefficient
∂C/∂z/(∂C/∂z + ∂Ccant/∂z), amounting in practice to
about 85%. Although the determination of VCPD from
F1 and F2 requires an additional treatment of the exper-
imental data, it also has an advantage—one can obtain
potential images at different bias values VDC. As is indi-
cated in [94], varying VDC, it is possible to inverse the

contrast for patches having different work functions.
Indeed, consider two patches on the surface with the
contact potential difference of the first one, VCPD1,
being higher than for the second one, VCPD2. Applying
a bias VDC exceeding –VCPD2, we can make the first
patch on the image brighter than the second one (the
|VCPD + VDC | value of this patch is higher). And, vice
versa, applying VDC < –VCPD1, we can make the first
patch darker than the second one. Xu and Hsu believe
[94] that this can help one to distinguish the true signal
of electrostatic origin from the topographic artefacts
(the signals at different frequencies were recorded
simultaneously). Moreover, analyzing the bias influ-
ence (and, first of all, of the bias sign) on the contrast of
EFM image with an atomic resolution, Sugawara et al.
[31] drew conclusions about the sign of a point-defect
charge.

The F1/F2 ratio is also very useful for studying the
character of the electrostatic tip–surface interaction. If
the tip and the surface interact as two conductors, then
Eq. (7) is valid, with the F1/F2 ratio being independent
of the tip height above the surface. If semiconductor
effects become important, the ratio depends on the tip
height [42]. This method suggested in this theoretical
study [42] was first used in practice by Sommerhalter
et al. [44], who verified the validity of the model of
conductor interaction for silicon cantilevers.

If a sample is coated with an oxide layer or is an
insulator (then, it can be considered as a dielectric inter-
layer between the lower electrode and the tip), localized
charges are formed on the surface. In this case, the force
acting on the tip consists not only of the “capacitance
component” described by Eq. (1), but one has also to
take into account the effect of the field Es of surface
charges (dependent on the surface charge density σ) on
the induced charge at the tip, qt. Information on this
density may also be obtained, but in a way more com-
plicated than information about the surface potential
[45]. In the dynamic contact EFM [33, 46], the tip is
very close to the surface, so that the field of surface
charges can be considered to be uniform with the inten-
sity σ/2ε0 (it is assumed that the dimension of the sur-
face-charge region exceeds the apex radius). Introduc-
ing an additional contribution qtEs = CVσ/2ε0 into
Eq. (1), we add the term CσVDC/2ε0 to the Eq. (2) for the
constant force, while the first harmonic in Eq. (3) is
then represented as Fω = (∂C/∂z(VCPD + VDC) +
Cσ/2ε0)VACsinωt. Measuring the first harmonic of the
electrostatic force at a constant capacitance, one can
determine VCPD or σ depending on the experimental
conditions used. In order to determine σ (e.g., in ferro-
electrics), Hong et al. [46] suggested using the compen-
sation method as in the case of VCPD. Using VDC value
such that no signal was recorded at the frequency ω, one
obtains σ ~ –2ε0VDC(∂C/∂z)/C. Taking into account that
the sample–surface distance is rather small (~1 nm), the
system can be considered as a flat capacitor for which

0 30
d, nm

30
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Fig. 12. Frequency shift ∆ω as a function of tip height d
above the Si(111) surface under various experimental con-
ditions [93]. � with no applied voltage; � with an applied
1 V a.c. voltage at frequency ω/2π = 300 Hz; � with applied
a.c. voltage after the subtraction from the signal of the com-
ponent corresponding to the frequency 2ω; and � the signal
amplitude at the frequency 2ω.



CRYSTALLOGRAPHY REPORTS      Vol. 49      No. 3      2004

ATOMIC FORCE MICROSCOPY 491

(∂C/∂z)/C = 1/d. This allows one to avoid the necessity
of knowing the exact value of the capacitance. The uni-
form field distribution was used in [98] to take into
account the influence of a homogeneous charged con-
taminated layer on the conducting-sample surface.
Saint Jean et al. [98] drew the conclusion that the con-
tact potential difference determined by the SKPM
method for a surface coated with a contaminated layer
of the thickness d with the dielectric constant ε and the
surface-charge density σs is, in fact, the contact poten-
tial difference of a clean surface in vacuum with due
regard for the additive correction σsd/εε0.

However, in the noncontact mode, the problem of
determination of the distribution of the surface charges
localized in rather small regions cannot be solved cor-
rectly under the assumption that the field of charges is
uniform. It is more adequate for representing the effect
of this field on the tip as an interaction of two point
charges spaced by a distance z—a surface charge qs and
an induced charge qt [12, 36, 40, 93]. Then, the term
qsqt/4πεε0z2 (which appears in addition to the capaci-
tance component of the electrostatic force in Eq. (1))

gives the contributions /4πεε0z2 + qsVDCC/4πεε0z2 to
the constant force component in Eq. (2) and the contri-
bution qsVACC/4πεε0z2 to the first harmonic in Eq. (3)
[40]. This results in the modulation of the force gradi-
ent at the frequency of the first harmonic used in [12,
92] for obtaining a charge image. Terris et al. [12]
emphasize a very high sensitivity of the method with
respect to the electric charge—the minimum detected
value equals three elementary charges. The possible
recording of the single-electron processes by this
method is confirmed by Schönenberger and Alvarado
[99], who studied the relaxation of a charge applied to
the surface of a Si3N4 dielectric. The change in the
charge was established from the temporal curve of the
first harmonic of the force Fω (with the tip–surface dis-
tance and the F2ω value being constant), which demon-
strated the pronounced signs of quantization. (By the
way, the SKPM method also allows one to obtain the
screened Coulomb potential of a single charge [70].)
According to the estimate made in [29], this charge can
be recorded at the tip height of about 15 nm and the
dipole moment of 1 D at a distance of 1.5 nm. However,
similar studies are still of a qualitative nature [31]. It is
important that, in this case, the microscope probe may
play not only the passive role (providing the signal
forming an image), but also the active one— supplying
bias of various values between the cantilever and the
substrate, and one may apply to a dielectric film the var-
ious charges of different signs. Such recordings can
also be made in the noncontact mode (if the voltage
pulse is applied with the aid of a crown discharge in the
air gap) [92, 99] and also by the contact method [12,
92]. This fact seems to be rather promising for creating
memory devices based on ferroelectric materials,

qs
2

whereas the use of EFM allows one both to record and
read the information [100, 101].

Ferroelectric crystals are the first “candidates” for
studying their properties by EFM because the method
allows one both to visualize domains and to study their
dynamics and also give the direct information about
their signs, e.g., from the contrast variations at different
applied bias voltages [36]. The gradient of the interac-
tion force depends on the magnitude of polarization but
not on its sign [102]. Nevertheless, interpretation of the
results is not easy, because the contributions to the con-
trast come not only from the electrostatic but also from
the piezoelectric effect, which gives rise to surface
vibrations and, finally, to modulations of cantilever
oscillations, especially for the first harmonic (electros-
triction may also take place, but it gives contributions to
higher-order harmonics [103]). Happily, the signal
associated with piezoelectricity does not depend on the
string constant of the cantilever, whereas the electro-
static response is inversely proportional to k. The latter
fact allows one to vary the relative contributions of
these effects [104]. In turn, the piezoelectric effect may
also be studied by EFM, but here one has to take into
account the electrostatic interaction. Thus, Durkan
et al. [105] made it analytically determining the piezo-
electric parameters of lead zirconate–titanate. Ni et al.
[106] studied by EFM the surface polarization of Li-
doped ZnO films and revealed the charge of defects
induced by the piezoelectric effect.

The possibility of obtaining the images of ferroelec-
tric domains and domain walls by the EFM method at a
spatial resolution of 50 nm was demonstrated on
Gd2(MO4)3 [102]. The nature of the contrast of images
of oppositely charged domains and the methodical
aspects of their visualization (including the determina-
tion of the domain-wall thickness) were analyzed in
detail for both noncontact and contact dynamic EFM
for triglycine sulfate [104]. Under the conditions of
noncontact EFM, the contributions of the electrostatic
and piezoelectric effects have the same phases [103],
whereas for the contact EFM these effects are in coun-
terphase [100], which simplifies the separation of their
contributions. The authors of the contact method [33]
state that the contrast of domain images in their exper-
iments is higher than in the noncontact EFM. For a
cleaved triglycine sulfate crystal, they manage not only
to determine the sign of polarization, but also to calcu-
late the surface-charge density (2.7 µK/cm2 at room
temperature) by the method described above and to
study its change during heating [46]. The polarization
switching of domains under pulsed voltage and their
further relaxation were also studied in the contact mode
[100, 101]. It was established that triglycine sulfate is
not an appropriate material for recording information
because of its fast return to the initial state (the relax-
ation time equals 5 min). It is more appropriate to
record the information on BaTiO3 crystals—the lines
are sharper and remain stable for more than five days
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[100]. Using EFM, it is possible to control the spatial–
periodic polarization on the surface of KTiOPO4 crys-
tals on the nanoscale (“organized” by selective diffu-
sion of rubidium ions) in fields with an intensity
exceeding 750 V/cm [101].

Using the noncontact mode to guanidinium alumi-
num sulfate hexahydrate samples, Bluhm et al. [36]
established that the static EFM variant is preferable for
studying the domain structure. The topography of the
surface was obtained in the contact mode during the
first scanning, whereas during the second scanning, the
tip moved at a constant height above the surface and the
measure of the electrostatic interaction was the cantile-
ver deflection. This method was also successfully used
for studying the domain structure of LiNbO3 crystals
with polarization-inverted gratings obtained by diffu-
sion of Ti atoms introduced into the structure [107].

The EFM method is also successfully used for solv-
ing various problems of microelectronics and, first of
all, for defect characterization, e.g., for studying
antiphase boundaries on the GaAs/Ge surface [94],
point defects on the GaAs surfaces [31] (Fig. 13), and

the relaxation of charges trapped by the SiO2 layer on
Si substrates [108], with the charge sign being deter-
mined by applying various bias voltages. The possibil-
ity of using EFM for studying specific defects on the
surface was shown in [95]: inversion domains of the N
and Ga polarity (the regions with opposite polarizations
formed during crystal growth). The quality of the
ohmic Au/Ti contacts and the surface conductivity of
the epitaxial layer under these contacts in the n+-
GaInAs/n+-InP/InP heterostructure, which simulated a
transmission line, were determined in [109]. Using
EFM, Girard et al. [110] observed self-organization of
InAs islands on the GaAs(001) surface. Ankudinov et
al. [111] compared the electric parameters of the laser
pin-diode based on the AlGaAs/GaAs heterostructure
obtained by the noncontact and contact dynamic EFM
methods and revealed no considerable differences.
They only state that the contact mode allows one to
attain a slightly higher spatial sensitivity at the atomic
level, whereas the noncontact mode allows one to attain
the admissible signal/noise ratio at a lower VAC value.

Considering various EFM applications, one must
mention the studies of organic objects examined by this
method from the very beginning. Thus, Terris et al. [12]
visualized the distribution of charges localized on the
polymethyl methacrylate (PMMA) surface. The recent
studies along this direction are based on the direct mea-
surement of the potential by the SKM method. For
organic and biological objects whose properties are
determined by polar functional groups (−OH, –COOH,
–NH2, etc.), the surface potential is closely related to
their functions. Knowing the distribution of the surface
potential at the molecular resolution, it is possible to
extract detailed information on various complicated
chemical processes. Thus, today, it is possible to recog-
nize the regions containing the thiol molecules with
chemically different terminal head groups [112], deter-
mine the local distribution of the doping (oxidation)
level of polymer films (polybithiophene [113, 114]),
and analyze the polarization distribution in polymer
films (polymethyl methacrylate with 10% chro-
mophore [115]. Thus, one can obtain the necessary
information on the homogeneity and domain structure
of Langmuir–Blodgett films of various compositions
(e.g., experiments on films based on the behenic and
perfluorotetradecanoic acids with calcium cations
[116], orientation of amphiphilic molecules in multi-
layer films (experiments with cadmium arachidate
[117]), the site of localization of contamination on the
surface or under the film on the substrate (experiment
with films based on the arachidic and partially fluori-
nated carboxylic acids [96]), etc. The EFM data allow
one to draw some conclusions on the particle bound-
aries in the poly(styrene-butyl acrylate-acrylic acid)
latex films [118], on the electric conductivity of DNA
molecules [119] and complexes of these molecules
with metal ions [120] and the interaction of DNA mol-
ecules with substrates [121]. Similar data should also

(a)

(b)

(c)

Fig. 13. EFM images of the GaAs(110) surface in the vicin-
ity of a point defect at three different bias voltages: (a) +0.5,
(b) –0.22, and (c) –0.43 V. Scan size is 85 × 85 Å [31].
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be very useful in the study of the electron structure of
porphyrines [122] and photoprocesses occurring with
their participation on the surface [123] and also in the
search for physiologically active substances in cells in
immunohistochemical reactions [124].

5. SCANNING CAPACITANCE 
MICROSCOPY

It is seen from what has been stated above that the
relation between the electrostatic force and capacitance
allows one to determine the latter. This can be realized
by the EFM on the basis of Eq. (4). This was done first
by Martin et al. [8], who measured the minimum
detectable capacitance as 4 × 10–20 F using a constant
bias voltage (the capacitance was calculated for a
model of flat capacitor or a sphere above the plane with
the measured force gradient) and as 8 × 10–22 F using
the modulation method (with the separation of the sig-
nal at the second harmonic for the same cantilever–
sample models). Geometric modeling of the system is
dictated here by the fact that, in this case, one controls
experimentally not the capacitance itself but its deriva-
tive ∂C/∂z described by Eq. (4). The direct measure-
ment of capacitance can be made by the method of
scanning capacitance microscopy (SCM) developed
independently of the force methods of recording.

The first scanning capacitance microscope [13] was
constructed earlier than the atomic force microscope
and used another scanning system based on the scan-
ning RCA videodisk system. The measuring probe was
a thin-film vertical electrode with the cross section
0.1 × 2.0 µm deposited onto a diamond tip and ending
20 nm from its base. The tip, brought into mechanical
contact with the sample surface, moved along the spi-
ral, and the capacitance of the electrode–sample system
was recorded during this motion by an RCA capaci-
tance sensor. The signal was digitally processed and
formed the surface image. It is interesting that the first
problem solved by the SCM method was visualization
of topography. Considering the changes in the capaci-
tance value, one can extract the information on the
probe height above the surface. The next scanning
capacitance microscope was designed with the same
goal [16]. The probe was a thin metal wire, the spiral
scanning was changed to linear scanning performed
due to motion of the sample with respect to the probe in
the surface plane along two mutually perpendicular
directions. The capacitance was controlled by an LCR
resonance circuit-based sensor, which included the
capacitance to be determined. The probe–surface dis-
tance was controlled using feedback in such a way that
the signal would remain constant. The heights thus
obtained formed the image, i.e., allowed one to obtain
the contours of constant capacitance (or, more exactly,
differential capacitance, because the piezoelectric
holder provided sinusoidal modulation of the probe–
sample distance, which ensured a high degree of local-
ity of the information obtained). It was assumed that the

images thus obtained are directly related to the topog-
raphy of the surface, although it was also indicated that
the images were also dependent on the inhomogeneities
of the electric characteristics of the sample. The possibility
of obtaining information on the electric properties of the
sample in such a way (dielectric constant or the shape
of ferroelectric domains) was still indicated in [13].

It was only later that the capacitance value started
playing the important role. This happened when an
RCA-sensor-based capacitance microscope began
using the scanning system and the feedback of a scan-
ning tunneling microscope [125]. This allowed one to
independently control also the surface relief (in this
study it was reconstructed from the values of the tun-
neling current) and the capacitance, which could serve
as a source of additional information [126]. Williams
et al. [125] evaluated the minimum recordable capaci-
tance value as 2 × 10–22 F, with the best signal/noise
ratio being obtained for the differential capacitance
measured by modulating the probe–sample distance.
However, in the new modification of the instrument,
capacitance first played the auxiliary role, being a com-
ponent of an electrical oscillating contour and the con-
trol system of cantilever deflection [127]. In other
words, it was used to determine the force acting on the
cantilever, e.g., the magnetic force [128]. Sarid [40]
discussed the possible use of capacitance created not by
the probe–sample system, but by the probe–special ref-
erence plate one. However, the capacitance related to
the given sample region can be very informative. This
new function (measurement of the capacitance with the
aid of an RCA-sensor-based circuit with the sensitivity
10−19 F) was used to increase the possibilities of the
atomic force microscope with a metallized probe [129].
Thus, the C(V) curves for the metal–dielectric–semi-
conductor structure were obtained at high frequencies
(>1 kHz). If the dielectric layer is charged, then the
field of its charges acts as an additional bias at the
capacitor and the C(V) curve shifts along the abscissa.
This phenomenon can readily be recorded using the
dC(V)/dV curves. At the same time, the microscope was
used not only for observations but also for recording the
information [129, 130]. Applying the pulses of pro-
nounced bias, it was possible to inject charges into the
insulating layer locally, where they remained trapped
for quite a long time. The record could be erased by
applying a voltage pulse of opposite polarity.

Today, a scanning capacitance microscope is an
atomic-force microscope equipped with a highly sensi-
tive capacitance sensor usually operating at a frequency
of 915 MHz. Its signal is recorded in parallel with the
topographic signal [131]. Thus, one can obtain the
topographic image of the surface (as usual, measuring
cantilever deflections) and, simultaneously, also the
distribution of the capacitance over the surface. The
sensor is an oscillatory circuit including the capaci-
tance of the sample–electrode system and is excited by
a UHF source (Fig. 14). The changes in this capacitance
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lead to the shift of the resonance frequency of the cir-
cuit; then, the oscillation amplitude varies, which is
recorded by a peak detector. At present, designers are
attempting to increase the sensitivity of the capacitance
part of the circuit. Thus, the sensitivity of a modified
instrument demonstrated at the 11th International con-
ference on scanning tunneling microscopy in Vancou-
ver, Canada, in July, 2001 [132], was 30 times higher
than the sensitivity of a standard RCA attachment. This
was attained by thorough screening of the active com-
ponents from stray fields in the probe region by using
special technical innovations. It was also suggested to
use the microscope in the mode of “shear forces,” when
the probe oscillations are excited electromechanically
in the surface plane along the scanning direction [133].
In this case, it is possible to record simultaneously the
topographic image and the distribution of the dC/dV
and dC/dx quantities (where x is the coordinate along
the surface). Also, the probe technique is developed,
which allows one to make measurements at different
temperatures [134], including temperatures as low as
1.5 K [135]. The theoretical methods for calculating
capacitance of the surfaces with arbitrary profiles have
also been developed [136].

Following the classical macroscopic method of
determining the doping level of a semiconductor based
on the C(V) dependence, scanning capacitance micros-
copy also became the standard method for control of
two-dimensional dopant distributions in microelec-
tronic devices [137]. In fact, the accuracy of the infor-
mation thus obtained considerably depends on the ade-
quacy of the models used in data interpretation. The
possibility of establishing the distribution of impurity
along the surface from the measured F(V) dependences
was predicted theoretically in [43] for the simplest
plane-parallel geometry of the tip–vacuum gap–oxide–
semiconductor system. It was shown that it is better to
use the Fω(V) and F2ω(V) dependences than the FDC(V)

dependence. Soon, the use of SCM made it possible to
the directly measure the capacitance as a function of
voltage for n-Si wafers homogeneously doped to differ-
ent levels. The doping level was evaluated for each
wafer (with the tip being in contact with the oxide
layer) [138]. Then, detailed theoretical computations
were made for the tips of some configurations by both
analytical [139, 140] and numerical [141, 142] methods
based on the solution of the Poisson equation for a
semiconductor. This allowed one to relate the capaci-
tance value C(V) or dC/dV to the concentration of elec-
trically active impurity atoms at the given point. These
computations were complemented with the comparison
of the experimental SCM data for the test structure
(e.g., cross sections of silicon p+/p structure, p–n-junc-
tions [143] and n+/n structures [144, 145], and also the
Si/Ge system [146]) with the results obtained by sec-
ondary ion-mass spectroscopy (SIMS). It became pos-
sible to increase the method sensitivity by preparing the
samples for the studies in different ways, e.g., by sur-
face bevelling [147–149]. At present, the theoretical
basis of the method is being developed for various
experimental situations. In particular, analysis showed
[150] that the capacitance value is controlled by the
macroscopic geometry of the tip, rather than by the
sample parameters, and therefore these parameters
should be determined using dC/dV.

Methodically, it is simpler to measure the dC/dV
derivative than the absolute capacitance value (in this
case, the effect of a considerable stray capacitance is
excluded and the signal/noise ratio increases). How-
ever, Tomiye and Yao [151] believe that this may give
rise to an additional problem associated with the effect
of the VAC value. On the contrary, Stephenson et al.
[152] believe that a VAC value not exceeding 0.2–0.4 V
does not influence the results, whereas the latter can be
dependent, to some extent, on the bias voltage. In order
to record the dC/dV curve using a capacitance sensor of
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Fig. 14. Schematic of an RCA capacitance sensor.
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a microscope, in addition to the bias voltage varying
within –10–+10 V, one has also to supply a modulating
voltage with the amplitude ≤1 V and the frequency 5–
20 kHz and to record the corresponding capacitance
change. Another variant of the method is based on the
feedback with respect to the variable voltage: the VAC

value is chosen in such a way that the variation in the
capacitance dC during the whole scanning cycle
remains constant and one records the dV/dC values
[143, 153]. The results obtained can readily be recalcu-
lated into the value of the doping level using the data-
base containing calibration curves calculated by the
finite-element method for various doping levels and
thicknesses of the oxide layer and the specially
designed software [141]. The algorithm suggested here
is valid in the case in which the gradient of the doping
level is not too high. The limitations associated with
this condition are analyzed in detail elsewhere [154]
(the rate of the variation of the impurity concentration
along the surface should be related in a certain way with
the tip diameter).

However, leaving aside the requirements set by the
quantitative interpretation of the results, the SCM
method allows one to obtain the contrast from doped
regions of nanometer sizes as in the case of silicon
plates subjected to ion implantation through a mask
[153]. In fact, the dC/dV values themselves turn out to
be rather informative (Fig. 15, where the curve con-
structed for the cross section of the epitaxial structure
consisting of alternating n-(nitrogen-doped) and p-(tri-
methylaluminum-doped) SiC layers neighbors the con-
centration profile found by SIMS [155]). An example of
the quantitative treatment of the dC/dV dependences is
illustrated by Fig. 16 [156], which presents the concen-
tration profiles of the majority carriers in the cross sec-
tion of the N+-implanted 6H-SiC sample obtained by
such a method.

In addition to characterization of the p–n junctions
[151, 157–161], scanning capacitance microscopy is
also used for studying the charging effect in
AlxGa1 − xN/GaN heterostructures [162, 163] and SiO2

layers on Si substrates [164, 165], compensation of
shallow donor levels in Fe-doped InP [166], ordering in
the GaInP sample [167, 168], dislocations in GaN
[169], surface depletion at quantum InAs dots on GaAs
[170], and comparison of SiO2 layers obtained by vari-
ous methods of oxidation [171].

One often invokes as additional information the data
on the spatial capacitance distribution in EFM and
SKPM studies (in this case, the dC/dz value is
recorded). This allows one to determine the dopant pro-
files [20, 172], analyze the defects in GaAs/Ge [94],
etc. Kimura et al. [173] suggested taking into account
the C(V) dependence arising in semiconductors by
using an approximate method under the assumption
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20 4 6 8 10
Depth, µm

dC/dV, arb. units
(a) (b)

Fig. 15. (a) SIMS profile of nitrogen concentration in the epitaxial n-type structure and (b) the differential-capacitance profile of the
same sample (VAC = 1 V and VDC = – 4 V) [155].

0.2 0.4

1019

1

2

0.6
Depth, µm

1018

1017

1016

Carrier concentration, cm–3

0

Fig. 16. Carrier concentration profiles measured at room
temperature by the SCM method on 200-keV N+-implanted
6H-SiC samples at two different fluences: (1) 1 × 1014 and
(2) 5 × 1014 cm–2 [156].
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that we have, in Eq. (1),

∂C/∂z ≈ ∂C(VDC, z)/∂z + ∂2C(VDC, z)/∂z∂V VACsinωt.

Then, the signal acquires a periodic component corre-
sponding to the third harmonic at 3ω proportional to
∂2C/∂z∂V, which yields the information on ∂C/∂V.
Experiments with the test doped n- and p-type Si sam-
ples confirmed that this method can be used for deter-
mining two-dimensional doping profiles, with the con-
trast in the vicinity of the p-n junction being dependent
on the VDC value [173].

Scanning probe microscopy is a rapidly developing
method of studying processes on the molecular scale.
The theoretical foundations of the method are con-
stantly being refined and the experimental methods are
becoming more elaborate. Although the number of
papers using this method is increasing in a flood, there
still are fields for its new application. There is no doubt
that we shall witness numerous interesting discoveries
in this field.
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