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A scattering model for nano-textured interfaces and its application in opto-electrical simulations of thin-film silicon solar cells
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We present a scattering model based on the scalar scattering theory that allows estimating far field scattering properties in both transmission and reflection for nano-textured interfaces. We first discuss the theoretical formulation of the scattering model and validate it for nano-textures with different morphologies. Second, we combine the scattering model with the opto-electric \textit{asa} simulation software and evaluate this combination by simulating and measuring the external parameters and the external quantum efficiency of solar cells with different interface morphologies. This validation shows that the scattering model is able to predict the influence of nano-textured interfaces on the solar cell performance. The scattering model presented in this manuscript can support designing nano-textured interfaces with optimized morphologies. © 2012 American Institute of Physics. [http://dx.doi.org/10.1063/1.4704372]

I. INTRODUCTION

Due to less energy and material consumption during production, thin-film silicon solar-cell technology is an environmentally friendly alternative to crystalline silicon technology. In order to maximize the short circuit current density, one of the major aims is to maximize the absorption of the photons in the absorber layer. At the same time, the absorber layer is kept as thin as possible in order to minimize electron-hole recombination and to keep light-induced degradation at a low level.\textsuperscript{1}

To obtain high short-circuit current densities in thin absorber layers, light trapping techniques are generally applied. In addition to optimized back reflectors, scattering at randomly nano-textured interfaces is the most commonly used technique.\textsuperscript{2,3} In p-i-n thin-film silicon solar cells, the nano textures are created by depositing the electrically active layers on a glass superstrate that is coated with a surface-textured transparent conductive oxide (TCO) layer. Due to scattering at the rough interfaces, the average photon path length in the absorber layer is increased, leading to a higher absorption.

Figure 1 illustrates superstrate thin-film silicon solar cells with flat interfaces (a) and with randomly nano-textured interfaces (b). In order to maximize the absorption, the surface morphology of the rough interfaces has to be optimized, e.g., by modeling. Hence, an accurate scattering model is required that relates the interface morphology to the scattering parameters. In the last two years, several models were published that can predict the angular intensity distribution (AID) and haze in transmission.\textsuperscript{4–6} While the details of the models differ, their main principle is the same: the scattered field is related to the scattering object via Fourier transforms. Since these models take the whole morphology of the scattering interface into account, they are superior to older models that use as input only the rms-roughness of the interface.\textsuperscript{7–10}

The main purpose of this work is to present and discuss an extended scattering model that is valid for both transmission and reflection and can be applied for interfaces between arbitrary materials. To find the correct formulation for the scattering model, we revisit and improve the different models on transmission. To evaluate the model, it is not sufficient to study the scattering properties of TCO-air interfaces. We mainly have to consider interfaces between materials that are present in the solar cells. We therefore use recent results from Schulte \textit{et al.},\textsuperscript{11} who validated different scattering models by comparing the simulated AID of a nano-textured TCO-silicon interface with measured data. Similar as Schulte \textit{et al.} did for transmission, we also study the AID in reflection for interfaces between zinc oxide and different materials.

The second emphasis of this article is to show that the scattering model combined with an opto-electrical device simulator can be used to study the effect of nano-textured interfaces on the solar cell performance. We discuss opto-electrical simulations of thin-film silicon solar cells with nano-textured interfaces for three different morphologies. We then compare the simulated \textit{J-V} characteristics and the external quantum efficiencies with measured data.

II. THE SCATTERING MODEL AND ITS EVALUATION

Due to increasing computer capacity, rigorous solvers of the Maxwell equations, like the finite difference time domain (FDTD) method\textsuperscript{12,13} or the finite elements method,\textsuperscript{14} have become very popular in recent years. Nonetheless, the scalar scattering theory still is a very powerful instrument for estimating the scattering properties of nano-textured interfaces. The main tool of the scalar scattering theory is diffraction integrals, such as the Fresnel-Kirchhoff diffraction formula,
from which the *Fraunhofer* and *Fresnel diffraction integrals* can be deduced as first order and second order approximations, respectively, and the *Rayleigh-Sommerfeld diffraction integrals*.\textsuperscript{15}

In this section, we first present the scattering model. We then validate the model on TCO-air interfaces and finally on interfaces between materials that are used in solar cells.

### A. The model

In the scalar scattering theory, light is described as a complex scalar field \( U(r) \) instead of the electromagnetic fields \( E(r) \) and \( B(r) \).\textsuperscript{15} In the model, we formulate the equations such that energy conservation is intrinsically ensured. We determine the scattering properties in a two-step process. First, we determine the scattered field in a two-dimensional \( k \)-space. Second, we relate this field to the angular intensity distribution and the haze. Our approach is strongly related to the Fraunhofer diffraction integral. However, there are important differences:

1. The classical Fraunhofer integral contains a *paraxial* approximation making it less accurate for larger scattering angles. In the second step of our model, we circumvent the need for a paraxial approximation by relating the field in \( k \)-space to the AID rigorously. This is similar to the approach presented by Harvey et al.\textsuperscript{16}

2. In classical diffraction theory, light is diffracted at an aperture. Mathematically this is done by defining pupil functions \( G \) that take a constant value inside the aperture and vanish outside. In our model, we consider the area in which the interface morphology is known, as *aperture*. In difference to the classical case, our pupil functions are not constant inside the aperture, but contain a phase shift that depends on the height profile of the interface.

In detail, the field in \( k \)-space is given by the two-dimensional Fourier transform of the pupil functions \( G_T \) and \( G_R \):

\[
U_T(K_x, K_y) = \frac{1}{2\pi} \int \int_{\mathbb{R}^2} G_T(x, y) e^{-i(K_x x + K_y y)} \, dx \, dy, \quad (1)
\]

\[
U_R(K_x, K_y) = \frac{1}{2\pi} \int \int_{\mathbb{R}^2} G_R(x, y) e^{-i(K_x x + K_y y)} \, dx \, dy. \quad (2)
\]

The subscripts \( T \) and \( R \) denote transmittance and reflectance, respectively. The pupil functions are given by

\[
G_T(x, y) = \sqrt{\frac{T}{A}} e^{-i(k_0 z(x, y)(n_1 - n_2))}, \quad (3)
\]

\[
G_R(x, y) = \sqrt{\frac{R}{A}} e^{-i(k_0 z(x, y)2n_1)}, \quad (4)
\]

inside the aperture while outside the aperture \( G_{T,R} \equiv 0 \). Here, \( k_0 = 2\pi/\lambda_0 \) denotes the wavenumber in *vacuo*, where \( \lambda_0 \) is the wavelength. The interface is formed between two materials with the refractive indices \( n_1 \) and \( n_2 \). The light is incident on the rough interface from the material with \( n_1 \). The morphology of the interface is contained in the height function \( z(x, y) \). The constants \( \sqrt{T/A} \) and \( \sqrt{R/A} \) are chosen such that the total amount of light flowing through the aperture of area \( A \) is equal to the total transmittance \( T \) or the total reflectance \( R \) of the interface, respectively. Hence, \( T \) and \( R \) are input parameters of the scattering model. We note that in \( G_T \) both refractive indices are present in the exponent, while in \( G_R \) only \( n_1 \) is present in the exponent. This indicates that the shape of the AID\(_R \) is independent of \( n_2 \), while its strength is controlled by \( R \). We will show below that this assumption is supported by measurements. The Plancherel theorem ensures energy conservation through the Fourier transform

\[
\int_{\mathbb{R}^2} |G_{T,R}|^2 \, dx \, dy = \int_{\mathbb{R}^2} |U_{T,R}|^2 \, dK_x \, dK_y = T, R. \quad (5)
\]

Only the \( k \)-vectors inside a circle with radius \( k_0 n_{1,2}1, K_x^2 + K_y^2 < k_0^2 n_{2,1}^2 \) correspond to transmitted (reflected) light, while \( k \)-vectors outside this circle correspond to evanescent waves. The subscripts 2 and 1 are used for transmissibility and reflectance, respectively. Therefore, all the power will be transmitted (reflected) from within this circle. As Harvey et al.\textsuperscript{16} pointed out, we therefore have to redistribute the energy by multiplying the field \( U_{T,R} \) inside the circle with the factor

\[
K_{T,R} = \frac{\int_{\mathbb{R}^2} |U_{T,R}|^2 \, dK_x \, dK_y}{\int_{\mathbb{R}^2} |U_{T,R}|^2 \, dK_x \, dK_y}, \quad (6)
\]

while \( U_{T,R}(K_x, K_y) \) is 0 if \( K_x^2 + K_y^2 > k_0^2 n_{2,1}^2 \). The \( \hat{O} \) denotes the set defined by \( K_x^2 + K_y^2 \leq k_0^2 n_{2,1}^2 \).

The intensity and hence the AID is related to \( |U|^2 \). As illustrated in Fig. 2, the AID is defined on a unit hemisphere with coordinates \((\theta, \phi)\), where \( U \) lives on the flat \( k \)-space with coordinates \((K_x, K_y)\). Instead of using the paraxial approximation, we use the accurate coordinate transformation, in which the coordinates are related to each other via \( K_x = k_0 n_{2,1}1 \sin \theta \cos \phi \) and \( K_y = k_0 n_{2,1}1 \sin \theta \sin \phi \). The AID then is given by

\[
\text{AID}_{T,R}(\theta, \phi) = k_0 n_{2,1}1 |U_{T,R}|^2 \cdot \cos \theta. \quad (7)
\]

If the morphology of the nano-textured interface is nearly *isotropic*, \( U \) is isotropic as well. This implies that, up to noise due to limited sampling size of the interface, the AID is independent.
of $\phi$. We can therefore reduce the noise by averaging the AID over circles with constant $\theta$

$$\text{AID}_{T,R}(\theta) = \frac{k_0 n_{2,1}}{2\pi \sin \theta} \int_C |U_{T,R}|^2 \, ds \cdot \cos \theta. \quad (8)$$

The line integral is taken along the circle $C$ that is defined by the condition $K_x^2 + K_y^2 = k_0^2 n_{2,1}^2 \sin^2 \theta$. The cosine arises from the coordinate transformation between the flat $k$-space and the curved hemisphere on which the AID is defined.

In general, the height function $z(x,y)$ is not available everywhere in the aperture, but only at a finite number of points that, for example, are obtained with atomic force microscopy (AFM). Hence, we will use discrete (fast) Fourier transforms instead of continuous Fourier transforms. The constants in the pupil functions from Eq. (3) will then be $\sqrt{T/N}$ and $\sqrt{R/N}$ instead of $\sqrt{T/A}$ and $\sqrt{R/A}$, where $N$ is the number of data points. Further, the integrals have to be replaced by sums.

The haze in transmission (reflection) is defined as the ratio of the diffuse transmittance (reflectance) to the total transmittance (reflectance), $H_{T,R} = Q_{\text{diff}}/Q_{\text{tot}}$, where $Q$ denotes either $T$ or $R$. In the discrete case, where $z(x,y)$ is given as a discrete set of points, the haze can be estimated in a straightforward manner by

$$H_{T,R}(\lambda) = \frac{Q_{\text{diff}}(\lambda)}{Q_{\text{tot}}(\lambda)} = \frac{Q_{\text{tot}}(\lambda) - Q_{\text{spec}}(\lambda)}{Q_{\text{tot}}(\lambda)} = \frac{\sum_{K_x^2 + K_y^2 = k_0^2 n_{2,1}^2} |U_{T,R}(K_x,K_y)|^2 - |U_{T,R}(0,0)|^2}{\sum_{K_x^2 + K_y^2 = k_0^2 n_{2,1}^2} |U_{T,R}(K_x,K_y)|^2}$$

as Dominé et al. demonstrated.\(^5\) In difference to the AID, the haze is affected by neither the Harvey normalization nor $R$ or $T$. The wavelength-dependent changes of the haze therefore are mainly due to the changing wavenumber $k_0 = 2\pi/\lambda_0$. In this model, the haze therefore in general will decrease with increasing wavelength, given that the refractive index does not change too fast with the wavelength.

**B. Discussion on the choice of $G_T$**

Since in the last years several models for transmission have been presented, we want to discuss the choice of the pupil function for transmission, before we proceed with the experimental evaluation of the model.

Jäger and Zeman developed a model based on first order Born approximation.\(^4\) At first, only scattering of objects in vacuum can be handled in that model. To calculate scattering parameters between arbitrary materials, the surrounding vacuum has to be replaced with a material of refractive index $n_2$. This can be done by performing the transformations $n_1 \rightarrow n_1^{\text{eff}} = n_1/n_2$ and $k_0 \rightarrow k_0^{\text{eff}} = k_0 n_2$. Then, the shape of the scattered field is determined by the pupil function $G_T^{\text{eff}} = \exp[i k_0^{\text{eff}} z(x,y)] = \exp[i k_0 z(x,y) n_2]$. The strength of the scattered field is controlled by the so-called scattering potential, which vanishes if $n_1 \rightarrow n_2$.

Bittkau et al. formulated the grating model in which the scattering surface is decomposed into a superposition of gratings.\(^5\) The scattering angles of these gratings are determined by their reciprocal lattice constants. Finally, Dominé et al. developed a scattering model based on the Rayleigh-Sommerfeld diffraction integral ending up with the pupil function used in Eq. (3).\(^5\)

All three models predict the scattering properties of TCO-air interfaces well. For the model formulated by Jäger and Zeman and that developed by Dominé et al., this can be understood easily by setting the refractive index of the TCO to $n_1 = 2$. Then, the two pupil functions become similar: $G_T^{\text{eff}} = \exp[i k_0 z(x,y)] \cdot [1] = \exp[i k_0 z(x,y)]$ and $G_T = \exp[i k_0 z(x,y) (2 - 1)] = \exp[i k_0 z(x,y)]$. However, the models behave very differently when applied to TCO-silicon interfaces, as was discussed in a recent publication by Schulte et al.:\(^11\) While both the grating model and the model based on the Rayleigh-Sommerfeld integral estimate the measured values well, the model based on the first order Born approximation overestimates the scattered field. This indicates that the assumption for $G_T^{\text{eff}}$, namely that only the phase obtained in the second medium influences the shape of the scattered field, is not met in this case. The grating model is insensitive to stretching the vertical features of the scattering interface. Even though it predicts the scattered field well for the investigated samples, the general predictive power of this model is unclear at this moment. Hence, using the pupil function as formulated by Dominé et al. currently is the method of choice.

**C. Experimental evaluation on TCO-air interfaces**

Typically rough interfaces are introduced into the solar cells by using nano-textured TCO layers as substrates. We used four different TCO materials on glass to evaluate the model: one sample of fluorine-doped tin oxide (SnO$_2$:F) of Asahi U-type,\(^18\) two samples of sputtered, aluminum-doped zinc oxide (ZnO:Al) that was etched in a 0.5% HCl solution,\(^19\) and one sample of boron-doped LP-CVD zinc oxide (ZnO:B) of so-called “B-type” from PV-LAB of the École polytechnique fédérale de Lausanne (EPFL), Switzerland.\(^20\)

The morphology, rms roughness $\sigma_r$ and correlation length $\ell_c$ of the four samples are summarized in Table I. To determine these parameters, we performed AFM scans of 256 \times 256 points over an area of 20 \times 20 \mu m^2 with a NT-MDT NTEGRA Aura AFM in tapping mode. Because of the small lateral feature size of SnO$_2$:F we also included $\sigma_r$ and $\ell_c$ derived from
5 × 5 µm² scans. We used gold coated silicon probes of type NT-MDT NSG 10. From these scans, we obtained the height function \( z(x, y) \) by subtracting the average plane and extracted \( r_r \) and \( \ell_c \) by applying Gaussian fits on the auto-correlation function and the height-height correlation function of \( z(x, y) \). For SnO₂:F and ZnO:Al, we determined the \( n, k \) data by the method described by Sap et al. The \( n, k \) data of ZnO:B were provided by the PV-LAB of the EPFL.

For the evaluation of the model, we approximated \( R \) and \( T \) by using the Fresnel equations for flat interfaces at normal incidence. While for transmission the light was incident on the glass side, for reflection it was incident on the coating side. This was done to ensure that light reached the detector without traversing any other interfaces after being scattered. Although results on transmission were already discussed several times, we will also show them here for the sake of completeness.

Figure 3 shows the simulated and measured AID in transmission (a) and reflection (b). Here, the simulated AIDs were smoothened. Up to 60°, we observe good agreement for SnO₂:F and ZnO:Al. For the AID for angles higher than 60°, the deviations become larger. However, also the measurement uncertainty becomes larger for these low intensities. For ZnO:B, the simulated \( AID_T \) overestimates the measured data, while the simulated \( AID_R \) underestimates the measured data. These deviations are due to the high roughness of the ZnO:B sample, letting \( R \) and \( T \) deviate significantly from the values expected from the Fresnel equations. While rough interfaces usually have an anti-reflective (AR) effect that, for example, can be modeled with effective medium approaches, the investigated ZnO:B sample behaves contrarily: It transmits less and reflects more than ZnO:B samples with a lower roughness, as we have confirmed with measurements with an integrating sphere. Despite this inaccuracy in the determination of \( R \) and \( T \), the shape of the AID is predicted well also for the very rough ZnO:B sample.

Figure 4 shows the simulated and measured haze in transmission (a) and reflection (b). We observe good agreement between measurements and simulations. The calculated haze in reflection does not show the interference fringes, since the model only covers the physics at the interface but does not contain thin-film optics, which is not within the scope of this model.

### D. Experimental evaluation on interfaces between TCO and different materials

As already mentioned, solar cells do not contain TCO-air interfaces but interfaces between, e.g., TCO and silicon or silicon and metal. Therefore, it is very important to test

<table>
<thead>
<tr>
<th>Material</th>
<th>Morphology</th>
<th>( r_r ) (nm)</th>
<th>( \ell_c ) (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SnO₂:F (Ref. 18)</td>
<td>Pyramidal</td>
<td>40 (37)</td>
<td>175 (160)</td>
</tr>
<tr>
<td>ZnO:Al (Refs. 3 and 19)</td>
<td>Crater-like</td>
<td>60</td>
<td>520</td>
</tr>
<tr>
<td>ZnO:Al</td>
<td>Crater-like</td>
<td>90</td>
<td>625</td>
</tr>
<tr>
<td>ZnO:B (Ref. 20)</td>
<td>Pyramidal</td>
<td>220</td>
<td>470</td>
</tr>
</tbody>
</table>

Table I. The morphology, rms roughness \( r_r \) and correlation length \( \ell_c \) of the used TCO samples as obtained from AFM scans of 256 × 256 points over 20 × 20 µm². The values in brackets show values obtained from 5 × 5 µm² scans.
the model also on these interfaces. Since results for the AID\(r\) at TCO-silicon interfaces were recently published by Schulte et al.,\(^{11}\) we will now focus on the AID\(r\) at interfaces between TCO and different materials.

We prepared three samples of etched ZnO:Al with \(\sigma_r \approx 90\) nm and \(\ell_r \approx 625\) nm. We left the first sample as it was, deposited a 1 \(\mu\)m thick layer of amorphous hydrogenated silicon (a-Si:H) on the second sample and deposited 300 nm of silver on the third sample.

In difference to the results on reflection presented in Fig. 4(b), here we had to measure from the glass side. Before the scattered light is measured, it therefore passes the ZnO:Al-glass and the glass-air interface. To simulate the measured AID, we thus had to take several effects into account similar to the effects discussed by Schulte et al.

We first corrected for the transmission at the ZnO:Al-glass and the glass-air interface with the Fresnel equations. Second, we corrected the angles with Snell’s law. Third, we corrected the angles with Snell’s law. Fourth, the scattered light is measured, it therefore passes through a (flat) interface, this pencil has a different but a pencil of rays that covers a certain solid angle. After passing through a (flat) interface, this pencil has a different solid opening angle. Its étendue, however, is conserved.\(^{24}\) We thus obtain the factor \(n_{\text{TCO}}^2 \cdot \cos \theta_{\text{vac}} / \cos \theta_{\text{TCO}}\).

Schulte et al. did not compare the models directly to the measurements but compared them to results obtained with the FDTD method. They did this because the models assume interfaces between two halfspaces. The measured values, however, also contain light that is reflected back into the sample at the Si-air interface and then reflected and scattered again at the rough ZnO:Al-Si interface, and higher orders. In principle, the same is true here, but the secondary interfaces in our experiment are much less reflective: While the reflectance of the Si-air interface investigated by Schulte et al. was 33.2% at 600 nm and normal incidence, the reflectance of the ZnO:Al-glass and glass-air interfaces is only 0.8% and 4.1%, respectively. It is therefore a good approximation to neglect these higher order effects, even though one then can expect larger deviations at higher angles, where the reflectivity is higher. Furthermore, we can neglect secondary reflections from the Si-air interface of the second sample since at 600 nm only about 0.1% of light that is transmitted into the silicon will reach the ZnO:Al interface again after it is reflected at the Si-air interface.

Figure 5 shows the measured and simulated AID\(r\) at ZnO:Al-air, ZnO:Al-Si, and ZnO:Al-silver interfaces. Like in Fig. 3, the simulated AIDs were smoothened. As we can see, the agreement in general is good, and the model predicts the material-dependent changes of the AID\(r\) correctly. The deviations at larger angles are indeed higher what can be expected from the discussion above. In this evaluation, we have discussed the AID\(r\) of interfaces between TCO and different materials. The AID\(r\) within Si, e.g., at Si-TCO or Si-metal interfaces has not been evaluated in this work and remains an important topic for future research.

III. SIMULATING WHOLE SOLAR CELL STRUCTURES

In this section, we combine the scattering model with the \(aSA\) opto-electric device simulator that has been developed at the Delft University of Technology.\(^{25}\) This allows us to study the effect of different nano-textured interfaces onto the external solar cell parameters. The section is divided into two subsections: In the subsection III A, we discuss the experimental solar cell series that was prepared for the validation of the simulations. In the subsection III B, we discuss opto-electric simulations of cells with different nano-textured interface morphologies and validate the obtained results by comparing them with measured data.

A. Experimental solar cell series

The scattering model is developed in the far field regime, i.e., it predicts the field at distances that are at least several wavelengths away from the scattering object. State-of-the-art thin-film silicon solar cells are deposited with an \(i\)-layer thickness between 250 and 300 nm. Taking the real part of the refractive index of amorphous silicon to be approximately 4, light with 600 nm vacuum wavelength inside silicon has a wavelength of about 150 nm. Having the light being scattered at both sides of the \(i\)-layer, near field effects, i.e., at sub-wavelength scales, might become important,\(^{26}\) making the use of the scattering model arguable. We therefore decided to prepare solar cells with an amorphous intrinsic layer with a thickness of approximately 700 nm. At this thickness, the application of the far field approach is more justified.

Figure 6 illustrates the detailed structure of the prepared solar cells with the nominal layer thicknesses \(d\). As TCO we used RF magnetron sputtered ZnO:Al. To texture the surface, the zinc oxide was etched in hydrochloric acid with 0.5% HCl mass fraction after sputtering.\(^{3}\) We varied the etching time between 0 s and 75 s with 15 s steps in between. To minimize the effect of changing TCO thickness on its transmittance and sheet resistance, we varied the deposition time and hence the initial TCO thickness. This was done in order to keep the final average TCO thickness after etching approximately constant.

The top panels of Fig. 7 show AFM scans of \(5 \times 5 \mu m^2\) for the ZnO:Al after 15 s, 30 s, and 45 s etching time. The morphology shows the typical crater like features of etched ZnO:Al; the rms roughness is 35 nm, 70 nm, and 95 nm, respectively.
respectively. The bottom panels show the back of p-i-n structures with an i-layer thickness of 700 nm that were deposited on the back of these ZnO:Al layers (see below). The morphology is smoother than of the ZnO:Al interfaces resulting in a lower rms roughness of about 15 nm, 50 nm, and 85 nm, respectively. The AFM scans were obtained with the instrument discussed in Sec. II C. Figure 8 shows the RMS roughness and the correlation length of the ZnO:Al layers as a function of the etching time. The shown values are the averages of \( \sigma_r \) and \( \ell_c \) for five different AFM scans. As we can see from the figure, \( \sigma_r \) and \( \ell_c \) are proportional to each other, which indicates that the depths of the craters (related to \( \sigma_r \)) and the width of the craters (related to \( \ell_c \)) grow at proportional rates during etching.

Onto the TCO we deposited a microcrystalline hydrogenated silicon (\( \mu c \)-Si:H) p-layer, an amorphous hydrogenated silicon carbide (a-SiC:H) p-layer, an a-SiC:H buffer layer, an amorphous hydrogenated silicon (a-Si:H) i-layer, and an a-Si:H n-layer. Finally, we deposited silver, chromium and aluminium layers on the back using a mask with square openings with 0.16 cm\(^2\) area. The Ag layer acts as optical back reflector. Together with the Cr and the Al layers, it forms the electric back contact. As last processing step, the solar cells were annealed for 30 min at 130°C. The solar cells were deposited onto stripes with 2 \( \times \) 10 cm\(^2\) area. Each stripe contained 30 solar cells.

Table II and Fig. 9 show the average external parameters of the 10 best cells of each stripe. They were determined with a Pasan IIc sun simulator/cell tester setup. We observe that the first four stripes (flat and with \( \sigma_r \approx 35, 70, 95 \) nm) show a very stable open circuit voltage (\( V_{oc} \)) and fill factor (\( FF \)), while the short circuit current density (\( J_{sc} \)) and thus the efficiency are increasing with the roughness. The two stripes with the highest \( \sigma_r \) have lowest efficiency compared to the first four stripes. Since the first four stripes form a very stable set of samples with different surface morphologies, we will use those for validating the combination of the new scattering model with ASA.

### B. Simulating solar cells with ASA

In this section, we discuss and validate the combination of the scattering model with the ASA opto-electric device simulator. For the simulations of the solar cells, we used a layer structure as in Fig. 6. We assumed two scattering interfaces: The interface of ZnO:Al with the \( \mu c \)-Si:H p-layer and the interface of the a-Si:H n-layer with the back metal. In our simulations, we tested two cases for the morphology of the Si-metal interface: First, we used the accurate morphology obtained from an AFM scan of the back of the p-i-n structure as input. Second, we assumed that both scattering interfaces at either side have the same morphology, i.e., the morphology of the ZnO:Al. We used scans of 20 \( \times \) 20 \( \mu m^2 \) as input for the scattering model.

<table>
<thead>
<tr>
<th>( \sigma_r ) (nm)</th>
<th>( V_{oc} ) (mV)</th>
<th>( J_{sc} ) (mA/cm(^2))</th>
<th>( FF ) (%)</th>
<th>Efficiency (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flat (2)</td>
<td>885</td>
<td>14.4</td>
<td>60.6</td>
<td>7.77</td>
</tr>
<tr>
<td>35</td>
<td>888</td>
<td>16.3</td>
<td>63.9</td>
<td>9.25</td>
</tr>
<tr>
<td>70</td>
<td>887</td>
<td>16.9</td>
<td>62.6</td>
<td>9.42</td>
</tr>
<tr>
<td>95</td>
<td>887</td>
<td>17.1</td>
<td>63.6</td>
<td>9.64</td>
</tr>
<tr>
<td>105</td>
<td>866</td>
<td>14.5</td>
<td>59.3</td>
<td>7.46</td>
</tr>
<tr>
<td>135</td>
<td>869</td>
<td>14.6</td>
<td>59.1</td>
<td>7.50</td>
</tr>
</tbody>
</table>

---

**FIG. 6.** Illustrating thin-film silicon solar cells as they were deposited for this contribution. The layer thickness is denoted by \( d \). (Layer thicknesses not in scale.)

**FIG. 7.** Atomic force microscopy scans of ZnO:Al etched in HCl of 0.5% mass fraction (top) and of the back of p-i-n structures deposited on the ZnO:Al (bottom). The etch times were 15 s (a), 30 s (b), and 45 s (c). The scans consist of 256 \( \times \) 256 points and are 5 \( \times \) 5 \( \mu m^2 \) large.

**FIG. 8.** The RMS roughness and correlation length of the etched ZnO:Al layers onto that the solar cells were deposited.
To obtain the generation profile with ASA, we used the GENPRO 3 module. In GENPRO 3, light that hits a scattering interface is split into a specular coherent component and a scattered incoherent component, according to the haze. The specular component then is treated according to coherent thin-film optics and thus also predicts interference. Since the scattered light is treated incoherently, GENPRO 3 is dealing with partially coherent light.

We found an offset between the $J_{sc}$ values obtained from the measured external quantum efficiency (EQE) and from the $J$–$V$ measurement with the solar simulator. Since for calculating $J_{sc}$ in ASA, we decided to scale the measured $J$–$V$ curves with a factor $\beta = J_{sc}(\text{EQE})/J_{sc}(J–V)$ before comparing them to the ASA results. Due to a calibration error for the EQE measurement of the flat cell, the EQE was out of scale by a constant factor over the whole spectrum. We scaled the $J$–$V$ curve with $\beta$, i.e., the mean of the $\beta$ values of the other solar cells. We further scaled the EQE of the flat cell such that $J_{sc}(\text{EQE}) = \beta J_{sc}(J–V)$ was satisfied.

Figure 10 shows the simulated and measured EQE and $J$–$V$ characteristics of the flat cell (a), the cell deposited onto ZnO:Al with moderate roughness ($\sigma_r \approx 35$ nm) (b), and the cell with high roughness ($\sigma_r \approx 95$ nm) (c). In the flat cell, scattering can be neglected. Thus, it can be assumed that thin-film optics is sufficient for calculating the absorption profile. We therefore used the flat cell for the calibration of the electric parameters in order to obtain a good fit between the simulations and the measurements. Thereafter, we calibrated the thicknesses of the different layers. While the TCO thickness determines the interference fringes up to approximately 600 nm, the i-layer thickness determines the interference fringes for longer wavelengths, where the Si becomes transparent. The thickness of the p-layer can be used to calibrate the EQE in the blue, since this layer absorbs a significant amount of the blue light. The results of the calibrated simulations for the flat cell are shown in Fig. 10(a). The fits for both the EQE and the $J$–$V$ characteristics are very good. After calibrating ASA for the flat cell, the cells with nano-textured interfaces could be simulated straightforwardly. We
introduced two scattering layers into the solar cell as described at the beginning of this section. We used the same electrical parameters and layer thicknesses as for the flat cells, only the TCO thickness and the series resistance, which mainly controls the fill factor, had to be calibrated for each cell. To take the AR effect of the rough interfaces into account, we included a 1 nm thick nonabsorptive effective layer with constant refractive index \( n = 3 \) between the TCO layer and the first p-layer. A summary of all used layers and their thicknesses is given in Table III.

As can be seen in Figs. 10(b) and 10(c), the fits for the rough cells are very satisfying when we use accurate interface morphologies for both scattering interfaces (solid red lines). In (b), the intensity of the interference fringes is slightly underestimated by the simulations. In (c), the simulated EQE slightly underestimates the measured EQE between 450 nm and 600 nm and overestimates it above 700 nm. One reason for the shortcomings seen in (c) is the assumption that the solar cell consists of flat layers with rough interfaces that scatter the light. However, the maximal feature height of the 95 nm ZnO:Al is approx. 800 nm making the applicability of this flat-layer approach doubtful.

The intensity of the interference fringes above approximately 600 nm is strongly underestimated in both (b) and (c). Since the haze decreases with increasing wavelength, one would expect that the intensity of the fringes increases with increasing wavelength. This indeed can be observed at the measured EQE, while it obviously is not the case for the simulated data. The scattering model itself predicts the trend of the haze correctly, as we have seen in Fig. 4. However, above 600 nm light that is reflected from the (textured) Si-simulated data. The scattering model therefore allows predicting the influence of nano-textured interfaces on the performance of thin-film silicon solar cells.

The blue dashed lines in Figs. 10(b) and 10(c) show the simulation results when one assumes that the interface morphologies at the TCO-Si and at the Si-metal interface are the same. Since in this case the smoothing effect of the p-i-n layers on the morphology is neglected, the scattering is too high resulting in an overestimated EQE above 600 nm. We observed (not shown) that one can get a good fit in the red when adding a 1 nm thick layer with the optical properties of aluminium between the n-layer and the silver back reflector. Several authors used such a layer and argued that the reflectivity of interfaces between n-type a-Si:H and Ag is lower than expected from the Fresnel equations.\(^7\)\(^{,}\)\(^{27}\) It seems that in these papers the overestimated scattering at the back was compensated by artificially reducing the reflectance of the Si-metal interface.

In this article, we validated the scattering model on solar cells with a 700 nm thick i-layer. We used a thick i-layer because the far field approach that was used to develop the scattering model is more justified for thicker i-layers. For thinner i-layers with a thickness of 250 nm to 300 nm, as they are used in state-of-the-art solar cells, also near field optics may be important for modeling the optics in the solar cell accurately.\(^26\) Further, for cells with thin i-layers, the applicability of the flat-layer approach is even less justified than for the case of the 700 nm cell studied in this work. Even though the partial destruction of the coherence of the light will be predicted well by the scattering model when it is combined with GENPRO 3, simulating solar cells with thin i-layers remains a complex topic. We, however, expect that the achievements presented in this work are well applicable to microcrystalline solar cells, which contain i-layers with thicknesses in the order of micrometres.

### IV. CONCLUSIONS

Recent developments in scattering models for nano-textured interfaces, as they are present in thin-film silicon solar cells, allow estimating the angular intensity distribution and the haze for both transmission and reflection. In this work, we introduced a full scattering model for nano-structured interfaces as they are present in thin film silicon solar cells. The model is based on the scalar scattering theory. We further evaluated the model for transmission and especially for reflection. We observe good agreement between the simulated and measured AlD\(_{\beta}\) for different TCO-material interfaces. The model therefore can satisfactorily predict the scattering parameters of rough interfaces between arbitrary materials. Further, we combined such a scattering model with the opto-electric ASA simulation software and tested it by simulating and measuring the external parameters and the external quantum efficiency of solar cells with different surface morphologies. This test showed that the scattering model is able to predict the influence of the nano-textured interfaces on the solar cell performance. The results presented in this contribution underline that scattering models based on the scalar scattering theory are powerful tools that can be used for optimizing the morphologies of nano-textured interfaces.
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